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The guesswork of a classical-quantum channel quantifies the cost incurred in guessing the
state transmitted by the channel when only one state can be queried at a time, maximized

over any classical pre-processing and minimized over any quantum post-processing. For

arbitrary-dimensional covariant classical-quantum channels, we prove the invariance of
the optimal pre-processing and the covariance of the optimal post-processing. In the

qubit case, we compute the optimal guesswork for the class of so-called highly symmetric

informationally complete classical-quantum channels.
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1 Introduction

Let us first introduce an adversarial extension of the usual guesswork problem in the absence

of side information [1–10]. One party, say Alice, is free to choose a probability distribution

p for a random variable M over alphabet M, and to communicate her choice to the other

party, say Bob (in the previously considered, non-adversarial scenario, p is fixed by the rules

of the game). At each round of the game, Alice picks a value m for variable M at random

according to distribution p, and Bob queries Alice for the values of random variable M , one

at a time, until his guess is correct. For instance, let us consider the case M = {a, b, c}. In

this case, Bob’s first query could be, say, b. If Alice answers on the negative, then his next

query could be a. Assuming this time Alice answers on the affirmative, the round is over.

Bob chooses the order of his queries in order to minimize the cost incurred, the cost

function being known to both parties in advance and only depending on the average number

of queries; Alice chooses the prior probability distribution p to maximize such a cost. The

optimal strategies for both Alice and Bob are obvious: for Alice it consists of choosing p as

the uniform distribution over M, while for Bob it consists of querying the values of M in

non-increasing order of their prior probability.
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1106 Adversarial guesswork with quantum side information

Let us now introduce the adversarial extension of the guesswork problem in the presence

of side information [11–15], that, most generally, is quantum (again, the quantum cases so far

considered were not adversarial, that is, the prior p was assumed fixed by the rules). That

is, let us now say that there is a communication channel σ with random variable M as input

and quantum states as output (a classical-quantum, or c-q, channel for short), known to both

parties. Suppose also that, at each round of the game, Bob is given a state σ(m).

How would the optimal strategies for both parties look like in this case? Bob is free

to perform the most general quantum measurement on his state in order to get a posterior

probability distribution on M , and queries Alice based on such a posterior (it was shown in

Ref. [15] that more general strategies that make use of Alice’s feedback after each query do

not help); Alice chooses the prior in order to antagonize such an optimal strategy. In this

case, therefore, the optimal strategies on both sides are not obvious at all and depend on the

c-q channel σ.

In this work, after formalizing the problem of the adversarial guesswork with quantum

side information in Section 2, we address the arbitrary dimensional case (Section 3.1). We

prove that the order in which Alice and Bob choose their strategies in irrelevant (Lemma 1);

that each choice of strategy amounts to a convex problem (Lemma 2); that any symmetry

of σ, if any, implies an analog symmetry of Alice’s and Bob’s optimal strategies (Lemma 3);

and that Bob’s optimal strategy amounts to querying the values of M in decreasing order of

their posterior probability distribution (Lemma 4).

Then, we specify to the qubit case (Section 3.2). Using the fact, shown in Ref. [15], that the

optimization of Bob’s strategy can be reframed as a combinatorial problem known as quadratic

assignment [16–21], we derive a branch and bound [22–24] (BB) algorithm for the closed-form

computation of the guesswork (Theorem 1). We apply such an algorithm to compute the

closed-form expression of the guesswork of the highly-symmetric, informationally-complete

(HSIC) c-q channels introduced in Ref. [25] (Corollary 1), and we provide an implementation

with the IBM quantum computer of the optimal guesswork protocol for the icosidodecahedral

HSIC channel. We summarize our results and discuss some open problems in Section 4.

2 Formalization

We use standard definitions and results in quantum information theory [26].

For any finite-dimensional Hilbert space H we denote with L+(H) the cone of positive

semidefinite operators on H.

For any finite set M we define the set DM of probability distributions over M given by

DM :=

{
p :M→ [0, 1]

∣∣∣ ∑
m∈M

p (m) = 1

}
,

the set C(M,H) of c-q channels given by

C (M,H) :=
{
σ :M→ L+ (H)

∣∣∣Tr [σ (·)] = 1
}
,

the set NM of numberings of M given by

NM :=
{

n : {1, . . . , |M|} →M
∣∣∣n bijective

}
,
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and the set P(NM,H) of numbering-valued measurements given by

P (NM,H) :=

{
π : NM → L+ (H)

∣∣∣ ∑
n∈NM

π (n) = 1

}
.

For any finite setM, any finite dimensional Hilbert spaceH, any c-q channel σ ∈ C(M,H),

and any numbering-valued measurement π ∈ P(NM,H), we denote with pσ,π the probability

distribution that the outcome of π is n and the t-th query is correct, that is

pp,σ,π : NM × {1, . . . , |M|} → [0, 1]

(n, t) 7→ p (n (t)) Tr [π (n)σ (n (t))] ,

for any n ∈ NM and any t ∈ {1, . . . , |M|}. We denote with qσ,π the probability distribution

that the t-th guess is correct, obtained marginalizing pσ,π, that is

qp,σ,π : {1, . . . , |M|} → [0, 1]

t 7→
∑

n∈NM

pσ,π (n, t) ,

For any cost function γ : {1, . . . , |M|}, the guesswork Gγ : DM×C(M,H)×P(NM,H)→
R is given by

Gγ (p,σ,π)

:=
∑

t∈{1,...,|M|}
n∈NM

p (n (t)) Tr [σ (n (t))π (n)] γ (t) ,

for any probability distribution p ∈ DM, any c-q channel σ ∈ C(M,H), and any numbering-

valued measurement π ∈ P(NM,H).

The minimum guesswork Gγmin : DM × C(M,H)→ R is given by

Gγmin (p,σ) := min
π∈P(NM,H)

Gγ (p,σ,π) ,

for any probability distribution p ∈ DM and any c-q channel σ ∈ C(M,H), and the maximin

guesswork Gγmaxmin : C(M,H)→ R is given by

Gγmaxmin (σ) := max
p∈DM

Gγmin (p,σ) , (1)

for any c-q channel σ ∈ C(M,H).

The maximum guesswork Gγmax : C(M,H)× P(NM,H)→ R is given by

Gγmax (σ,π) := max
p∈DM

Gγ (p,σ,π) ,

for any c-q channel σ ∈ C(M,H) and any numbering-valued measurement π ∈ P(NM,H),

and the minimax guesswork Gγminmax : C(M,H)→ R given by

Gγminmax (σ) := min
π∈P(NM,H)

Gγmax (σ,π) , (2)

for any c-q channel σ ∈ C(M,H).
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3 Main results

3.1 Arbitrary dimensional case

The following lemma shows that, without loss of generality, we can focus on the maximin

guesswork Gγmaxmin only.

Lemma 1 (Maximin). For any finite set M, any finite-dimensional Hilbert space H, any c-q

channel σ ∈ C(M,H), and any function γ : {1, . . . , |M|}, the maximin guesswork Gγmaxmin(σ)

and the minimax guesswork Gγminmax(σ) are equivalent, that is

Gγmaxmin (σ) = Gγminmax (σ)

Proof. The statement immediately follows from von Neumann’s minimax theorem by observ-

ing that the set DM of probability distributions and the set P(NM,H) of numbering-valued

measurements are compact and that the guesswork Gγ(·,ρ, ·) is bilinear over such sets.

Next, we prove the convexity and the covariance of the maximization problem over prob-

ability distributions in the right hand side of Eq. (1) and of the minimization problem over

numbering-valued measurements in the right hand side of Eq. (2). Despite sharing these

properties, we will show that the former problem is “easy” while the latter problem is “hard”,

in terms of finding a closed-form solution as well as in terms of complexity class.

The following lemma shows that the maximization problem in the right hand side of Eq. (1)

and the minimization problem in the right hand side of Eq. (2) are convex programming

problems.

Lemma 2 (Convexity). For any finite setM, any finite-dimensional Hilbert space H, any c-q

channel σ ∈ C(M,H), and any function γ : {1, . . . , |M|}, the minimum guesswork Gγmin(·,σ)

is a concave function over the set DM of probability distributions and the maximum guesswork

Gγmax(σ, ·) is a convex function over the set P(NM,H) of numbering-valued measurements.

Proof. The first part of the statement immediately follows by the linearity of Gγ over the set

P(NM,H) of numbering-valued measurements. Indeed, for any two probability distributions

p, q ∈ DM and any probabilities λ ∈ [0, 1] and µ := 1− λ one has

Gγmin (λp+ µq,σ)

= min
π∈P(NM,H)

Gγ (λp+ µq,σ,π)

= min
π∈P(NM,H)

[λGγ (p,σ,π) + µGγ (q,σ,π)]

≥λ min
π∈P(NM,H)

Gγ (p,σ,π) + µ min
π∈P(NM,H)

Gγ (q,σ,π)

=λGγmin (p,σ) + µGγmin (q,σ) .

The second part of the statement immediately follows by the linearity of Gγ over the

set DM of probability distributions. Indeed, for any two numbering-valued measurements
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π, τ ∈ P(NM,H) and any probabilities λ ∈ [0, 1] and µ := 1− λ one has

Gγmax (σ, λπ + µτ )

= max
p∈DM

Gγ (p,σ, λπ + µτ )

= max
p∈DM

[λGγ (p,σ,π) + µGγ (p,σ, τ )]

≤λ max
p∈DM

Gγ (p,σ,π) + µ max
p∈DM

Gγ (p,σ, τ )

=λGγmax (σ,π) + µGγmax (σ, τ ) .

It is relevant to compare the computational complexities of the two problems in the right

hand side of Eq. (1) and (2). On the one hand, the size of the problem in the right hand side

of Eq. (1) grows linearly with |M|; hence, its computational complexity class is P. On the

other hand, the size of the problem in the right hand side of Eq. (2) grows factorially with

|M| (since |NM| = |M|!); even in the qubit case, such a problem has been proven [15] to be

a particular instance of the quadratic assignment problem [19] (QAP), a well-know NP-hard

combinatorial problem.

Let us turn now to the symmetric case. For any finite setM, the symmetric group SM is

given by

SM :=
{
g :M→M

∣∣∣g bijective
}
.

For any finite-dimensional Hilbert space H and any c-q channel σ ∈ C(M,H), we say that

a map R : L+(H)→ L+(H) is a statistical morphism [27] of σ if and only if for any discrete

set N and any measurement π ∈ P(N ,H), there exists measurement τ ∈ P(N ,H) such that

Tr [π (n)R ◦ σ (m)] = Tr [τ (n)σ (m)] , (3)

for any m ∈M and any n ∈ N .

For any group G ⊆ SM, we say that a c-q channel σ ∈ C(M,H) is G-covariant if and only

if there exists a representation R := {Rg : L(H) → L(H)} of G, where Rg is a statistical

morphism of σ for any g ∈ G, such that

Rg ◦ σ = σ ◦ g. (4)

For any group G ⊆ SM and any G-covariant c-q channel σ, we say that G is transitive iff

there exists one such representation such that its action on σ is transitive, and we say that

σ is centrally symmetric (CS for short) iff there exists one such representation and a g ∈ G
such that Rg(·) = 21 /d− (·), where d denotes the Hilbert space dimension, in which case we

introduce the short-hand notation (·) := g(·).
The following lemma shows that the probability distribution attaining the maximum in

the right hand side of Eq. (1) and the numbering-valued measurement attaining the minimum

in the right hand side of Eq. (2) share the same symmetries as the c-q channel.
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Lemma 3 (Covariant case). For any finite set M, any finite-dimensional Hilbert space

H, any group G ⊆ SM, any G-covariant c-q channel σ ∈ C(M,H), and any function

γ : {1, . . . , |M|} → R, there exist G-invariant probability distribution p ∈ DM and G-covariant

measurement π ∈ P(NM,H) that attain Gγmaxmin(σ).

Proof. Let us prove the first part of the statement. For any probability distribution p ∈ DM,

upon defining the probability distribution q ∈ DM given by q := |G|−1
∑
g∈G p ◦ g, one has

Gγmin(p,σ) ≤ Gγmin(q,σ). This can be seen as follows:

Gγmin (p,σ) =
1

|G|
∑
g∈G

Gγmin (p,σ ◦ g)

=
1

|G|
∑
g∈G

Gγmin

(
p ◦ g−1,σ

)
=

1

|G|
∑
g∈G

Gγmin (p ◦ g,σ)

≤ Gγmin

 1

|G|
∑
g∈G

p ◦ g,σ


= Gγmin (q,σ) .

where the first equality follows from the fact that, due to Eqs. (3) and (4), Gγmin (p,σ) =

Gγmin (p,σ ◦ g) for any g ∈ G, the second equality follows by direct inspection, the third

equality follows from the group structure of G, the inequality follows from the concavity of

the guesswork Gγmin in p proven in Lemma 2, and the final equality follows by definition of q.

By definition of q it immediately follows that q is invariant under the action of G, that is, for

any g ∈ G one has q ◦ g = q.

Let us prove the second part of the statement. For any numbering-valued measurement

π ∈ P(M,H), upon defining the numbering-valued measurement τ ∈ P(M,H) given by

τ (·) := |G|−1
∑
g∈G R

−1
g ◦ π(g ◦ ·), one has Gγmax(σ,π) ≥ Gγmax(σ, τ ).

This can be seen as follows:

Gγmax (σ,π) =
1

|G|
∑
g∈G

Gγmax

(
R−1g ◦ σ ◦ g,π

)
=

1

|G|
∑
g∈G

Gγmax

(
σ, Rg ◦ π

(
g−1 ◦ ·

))
=

1

|G|
∑
g∈G

Gγmax

(
σ, R−1g ◦ π (g ◦ ·)

)

≥ Gγmax

σ,
1

|G|
∑
g∈G

R−1g ◦ π (g ◦ ·)


= Gγmax (σ, τ ) .

where the first equality follows from the fact that, due to Eqs. (3) and (4), Gγmax (σ,π) =

Gγmax

(
R−1g σ ◦ g,π

)
for any g ∈ G, the second equality follows by direct inspection, the third
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equality follows from the group structure of G, the inequality follows from the convexity of

the guesswork Gmax in π proven in Lemma 2, and the final equality follows by definition of

τ . By definition of τ it immediately follows that τ is covariant under the action of G, that

is, for any g ∈ G one has Rg ◦ τ = τ ◦ g.

Let us consider the case of a transitive symmetry. In this case, it is possible to provide the

closed-form solution to the maximization problem in the right hand side of Eq. (1) by noticing

that the only fully invariant probability distribution is the uniform probability distribution;

it is not possible however in general to solve in closed-form the minimization problem in the

right hand side of Eq. (2) owing to the operatorial structure of measurements.

Having shown that, of the two optimization problems we are considering (maximization

over probability distributions and minimization over numbering-valued measurements), the

former is “easy” and the latter is “hard” (in the precise meanings discussed above), we focus

in the following on the latter.

It will be convenient to restrict to non–increasing cost functions, formalizing the expecta-

tion that the cost increases with the number of queries needed to correctly guess. That this re-

striction comes with no loss of generality can be shown as follows. For any finite setM and any

function γ : {1, . . . |M|} → R, let us define ←−γ := γ ◦ σ, where σ : {1, . . . |M|} → {1, . . . |M|}
is any permutation such that ←−γ is non increasing. It immediately follows (see Lemma 2 of

Ref. [15]) that, for any finite-dimensional Hilbert space H, any c-q channel σ ∈ C(M,H), and

any function γ : {1, . . . , |M|}, one has

Gγmin (p,σ) = G
←−γ
min (p,σ) .

Moreover, if numbering-valued measurement π ∈ P(M,H) attains the minimum guesswork

Gγmin(p,σ), then numbering-valued measurement π′(·) := π(· ◦ σ−1) attains the minimum

guesswork G
←−γ
min(p,σ). Hence, in the following without loss of generality we may assume

whenever needed that the cost function γ is non decreasing.

The following lemma (which generalizes Lemma 4 of Ref. [13] to the case of arbitrary

cost function γ) formalizes through Bayes theorem the intuition that, for non decreasing cost

function γ, the optimal strategy for Bob implies querying the values of M in the order of their

non increasing posterior probability.

Lemma 4 (Bayes). For any discrete setM, any non decreasing cost function γ : {1, . . . |M|} →
R, any probability distribution p ∈ DM, any finite dimensional Hilbert space H, and any c-

q channel σ ∈ C(M,H), a measurement π ∈ P(NM,H) minimizes the guesswork, that is

Gγmin(p,σ) = Gγ(p,σ,π), only if pρ,π(n, ·) is not increasing for any n ∈ N (M).

Proof. We show that, for any numbering valued measurement π ∈ P(NM,H), there exists

a numbering valued measurement π′ ∈ P(NM,H) such that the probability distribution

pp,σ,π′(n, ·) is not increasing for any numbering n ∈ NM and Gγ(p,σ,π′) ≤ Gγ(p,σ,π),

with equality if and only if pp,σ,π(n, ·) = pp,σ,π′(n, ·) for any numbering n ∈ NM. Let

{gn : {1, . . . , |M|} → {1, . . . , |M|} | gn bijective}n∈NM be a numbering indexed family of

permutations such that the probability distribution pp,σ,π(n, gn(·)) is not increasing for any

numbering n ∈ NM. Let function f : NM → NM be given by the composition

f (n) := n ◦ gn,
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for any numbering n ∈ NM. Let the numbering valued measurement π′ ∈ P(NM,H) be the

coarse graining of numbering valued measurement π given by

π′ (n′) :=
∑

n∈f−1[n′]

π (n) ,

for any numbering n′ ∈ NM, where f−1[n′] denotes the counter-image of n′ with respect to

f . By direct computation, one has that

qσ,π′ (t) =
∑

n′∈NM

∑
n∈f−1[n′]

p (n′ (t)) Tr [σ (n′ (t))π (n)]

=
∑

n∈NM

p (f (n) (t)) Tr [σ (f (n) (t))π (n)]

=
∑

n∈NM

pp,σ,π (n, gn (t)) ,

for any t ∈ {1, . . . , |M|}. Therefore, by construction one has that the probability distribution

qρ,π is majorized by the probability distribution qρ,π′ , that is∑
t∈{1,...,T}

qρ,π(t) ≤
∑

t∈{1,...,T}

qρ,π′ (t) .

for any T ∈ {1, . . . , |M|}, with equality if and only if pp,σ,π(n, ·) = pp,σ,π′(n, ·) for any

numbering n ∈ N (M). Therefore, the statement follows.

3.2 The qubit case

Finally, in this section we show that the maximization over numbering–valued measurements

can be solved in closed-form for any given qubit c-q channel, if the probability distribution

is uniform and the cost function is balanced. For any finite set M, any non increasing cost

function γ : {1, . . . |M|} → R is balanced if and only if γ(t) + γ(|M| + 1 − t) = 2γ for any

t ∈ {1, . . . |M}.
Among balanced cost functions, it will be convenient to restrict to those whose average is

null. That this restriction comes without loss of generality immediately follows from the fact

that

Gγmin

(
|M|−1 , σ

)
= γ −Gγ0min

(
|M|−1 , σ

)
,

where γ0 := γ − γ has null average.

Before proceeding, we need to define a family of operators that will allow us to reframe the

optimization over numbering-valued measurements as a quantum hypothesis testing problem.

For any finite set M, any non decreasing balanced cost function γ : {1, . . . |M|} → R with

null average, any finite-dimensional Hilbert space H, any c-q channel σ ∈ C(M,H), let Eγσ
be the function given given by

Eγσ (n) :=
2

|M|

|M|∑
t=1

γ (t)σ (n (t)) ,
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for any numbering n ∈ NM.

We are now in a position to introduce a branch and bound [22–24] (BB) algorithm for

the closed-form computation of the guesswork of qubit ensembles. A branch and bound

algorithm maximizes an objective function over a feasible set by recursively splitting the

feasible set into subsets, then minimizing the objective function on such subsets; the splitting

is called branching. For each such subset, the algorithm computes a bound on the maximum

it is trying to find, and uses such bounds to “prune” the search space, eliminating the subsets

that cannot contain an optimal solution.

For any N ⊆ NM, let us define

t∗N := arg max
t∈N

n(t)=n′(t), ∀n,n′∈N

t+ 1,

and

M∗N :=M\

{⋃
n∈N {n (t) ,n (|M| − t)}t

∗
N
t=1 if σ CS,⋃

n∈N {n (t)}t
∗
N
t=1 otherwise.

Definition 1 (BB algorithm). For any finite setM, any balanced non increasing cost function

γ : {1, . . .M} → R with null average, any two-dimensional Hilbert space H, any group G ⊆
SM, and any G-covariant c-q channel σ(M,H), let us define the BB algorithm given by the

objective function ‖Eγσ (·) ‖, the feasible set branchj(N (0)
M )(m) for arbitrary m ∈ M, where

j = 1 if G is transitive and j = 0 otherwise and

N (0)
M :=

{{
n ∈ NM

∣∣∣σ (n (·)) + σ (n (·)) = 1
}
, if σ is CS,

NM otherwise,

the branching rule

branch(N ) :=
{
Nm ⊆ N

∣∣∣n ∈ Nm ⇔ n (t∗N ) = m
}
m∈M∗N

,

and the bounding rule

bound(N ) := (k + 1)

∥∥∥∥∥∥
t∗N−1∑
t=1

γ (t)σ (n (t))

∥∥∥∥∥∥+

|M|
2k∑

t=t∗N

γ (t)

 , (5)

for arbitrary n ∈ N , where k = 1 if σ is CS and k = 0 otherwise.

Theorem 1. For any finite setM, any balanced non increasing cost function γ : {1, . . .M} →
R, any two-dimensional Hilbert space H, any group G ⊆ SM, and any G-covariant c-q chan-

nel σ(M,H), the BB algorithm in Definition 1 computes the closed-form expression of the

guesswork Gγmin(|M|−1,σ) on C computing units in finite time TC(σ) given by

TC (σ) ≤ 1

C


(|M| − 1)! if G is transitive,

|M|!! if G is CS,

(|M| − 2)!! if G is transitive and CS,

|M|! otherwise,

where (·)!! denotes the doubly factorial function.
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Proof. Due to Theorem 1 and Corollary 1 of Ref. [15] one has

Gγmin

(
|M|−1 ,σ

)
= −1

2
max
n∈NM

∥∥Eγp,σ (n∗)
∥∥ .

As observed in Ref. [15], this represents an instance of the quadratic assignment prob-

lem [19] (QAP) that can be solved by a BB algorithm. Permutations can be generated as the

leaves of a tree, as shown by the following tree diagram for the case M = {a, b, c}.

· · ·

a · ·

ab·

abc

ac·

acb

b · ·

ba·

bac

bc·

bca

c · ·

ca·

cab

cb·

cba

Hence the complexity for the general case is |M|!.
However, in the presence of symmetries this can be improved upon by observing that the

operators Eγp,σ’s inherit the covariance of the c-q channel σ under the action of the statistical-

morphism representation of transitive group G, that is

Rg ◦ Eγp,σ = Eγp,σ (g ◦ ·) .

Hence, if G is transitive, for any m ∈M, there exists an optimal numbering n∗ such that

n∗(1) = m∗, for any m∗ ∈ M. Permutations satisfying this condition can be generated as

the leaves of a tree whose root satisfies the condition, as shown by the following tree diagram,

this time for the case M = {a, b, c, d} and m∗ = a.

a · ··

ab · ·

abc·

abcd

abd·

abdc

ac · ·

acb·

acbd

acd·

acdb

ad · ·

adb·

adbc

adc·

adcb

Hence the complexity in this case is (|M| − 1)!.

Moreover, if G is CS, due to Lemma 4 there exists an optimal numbering n∗ such that

σ (n∗ (·)) + σ
(
n∗ ◦ σ−1γ (·)

)
= 1 .

Once again, permutations satisfying this condition can be generated as the leaves of a tree if

the t-th and the (|M| + 1 − t)-th states are fixed at each branch, as shown by the following
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tree diagram, this time for the case M = {a, ā, b, b̄}.

· · ··

a · ·ā

abb̄b ab̄bā

ā · ·a

ābb̄a āb̄ba

b · ·b̄

baāb̄ bāab̄

b̄ · ·b

b̄aāb b̄āab

Hence the complexity in this case is |M|!!.
Moreover, for a transitive and CS G, combining the two results above the complexity

becomes |M−2|!!, attainable by generating the permutations according to the following tree,

again for M = {a, ā, b, b̄}.

a · ·ā

abb̄b ab̄bā

Finally, each of the trees above represents a so-called embarrassingly parallel problem,

that is, the computation in each branch is independent of that in other branches, so the

computation in different branches can be assigned to different computing unit with speedup

given by the number of such units.

A parallel implementation in the C programming language of the BB algorithm given by

Definition 1 is made available under a free software license [28].

We are now in a position to compute the closed-form expression of the guesswork of highly

symmetric, informationally complete (HSIC) qubit c-q channels.

For any finite setM and any two-dimensional Hilbert space H, a c-q channel σ ∈ C(M,H)

is highly-symmetric, informationally complete (HSIC) [25] if and only if it is injective and its

image σ(M) corresponds in the Bloch sphere to a convex regular polyhedron (tetrahedron,

octahedron, cube, icosahedron, or dodecahedron), the cuboctahedron, or the icosidodecahe-

dron.

Corollary 1 (Guesswork of HSIC qubit c-q channels). For any finite set M, any two-

dimensional Hilbert space H, and any HSIC c-q channel σ ∈ C(M,H), the guesswork Gmaxmin(ρ)

for identity cost function γ(·) = · is given by

Gmaxmin (σ) =



5
2 −

√
15
6 ∼ 1.9 |M| = 4,

7
2 −

√
35
6 ∼ 2.5 |M| = 6,

9
2 −

√
7
2 ∼ 3.2 |M| = 8,

13
2 −

√
110(65+29

√
5)

60 ∼ 4.5 |M| = 12,

21
2 −

√
6(3321+1483

√
5)

60 ∼ 7.2 |M| = 20.

if σ(M) is a regular convex polyhedron,

Gmaxmin (σ) =
13

2
−
√

570

6
∼ 4.5,
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if σ(M) is a cuboctahedron, and

Gmaxmin (σ) =
31

2
−
√

117490 + 52534
√

5

30
√

6 + 2
√

5
∼ 10.5,

if σ(M) is an icosidodecahedron.

Proof. Due to Lemma 3 and the transitivity of G, the probability distribution p attaining

the maximin guesswork Gmaxmin(σ) is uniform, that is, p (m) = |M|−1 for any m ∈ M.

The guesswork of regular convex polyhedra was derived in Ref. [13]. The guesswork of the

cuboctahedron was derived in Ref. [14]. However, the techniques derived therein do not suffice

for the computation of the guesswork of the remaining HSIC qubit c-q channel, that is, the

icosidodecahedral c-q channel (for which |M| = 30), since the practical application of such

techniques is limited to |M| ∼ 24. We obtained such a result by applying the BB algorithm

in Definition 1, whose computational complexity in this case is TC(σ) ≤ 28!!/C ∼ 1015/C.

We initialized the feasible solution using a greedy algorithm (whose complexity is quadratic),

whose output turned out to be already within 1% from the optimal solution. For C = 16, the

computation took around one day.

Finally, we implemented the minimum guesswork setup for the icosidodecahedral c-q chan-

nel and run it on an IBM quantum computer. We generated one circuit for each of the 30

states of the ensemble, and ran 4000 shots for each of the 30 circuits using the ibmq_quito

backend. The resulting minimum guesswork is Gmaxmin(ρ) ∼ 10.4, which is within 1% from

the ideal minimum guesswork Gmaxmin(ρ) ∼ 10.5 reported in Corollary 1.

4 Conclusion and outlooks

In this work we addressed the problem of the adversarial guesswork in the presence of quantum

side information. For the arbitrary-dimensional case, we proved that i) the order in which the

strategies of the two parties are optimized is irrelevant, ii) that each optimization corresponds

to a convex problem, and that iii) that covariances of the problem, if any, are recast as

covariances in the optimal strategies. We conclusively settled the qubit case by deriving a BB

algorithm for the computation of the closed-form expression of the guesswork, and we applied

it to compute the guesswork of HSIC c-q channels.

The problem of the guesswork for symmetric c-q channels in arbitrary dimension remains

open. The difficulty stems from the fact that, while the operators Eγp,σ’s preserve the sym-

metries of σ, a (factorially large) number of inequivalent seeds is needed to generate all the

Eγp,σ’s from a representation of G, and thus standard techniques for semidefinite programming

in the presence of symmetries cannot be applied directly.

All in all, the guesswork represents a relatively new and unexplored operational quanti-

fier of information. As such, it has promising applications in contexts such as information-

disturbance relations, where it could potentially be used in place of well-established quanti-

fiers of information such as the mutual information; in majorization theory, where operational

concepts such as the testing regions, typically defined in terms of error probability, could be

redefined in terms of guesswork; in quantum cryptographic applications, where bounding the
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guesswork of a communication channel could allow for alternative security proofs; in wit-

nessing the violation of Bell inequalities; finally, the application of the guesswork could be

extended from c-q channels to encompass quantum channels and quantum combs.
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