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We introduce a variant of quantum signatures in which nonbinary symbols are signed

instead of bits. The public keys are fingerprinting states, just as in the scheme of Gottes-
man and Chuang [1], but we allow for multiple ways to reveal the private key partially.

The effect of this modification is a reduction of the number of qubits expended per

message bit. Asymptotically the expenditure becomes as low as one qubit per message
bit. We give a security proof, and we present numerical results that show how the

improvement in public key size depends on the message length.
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1 Introduction

1.1 Quantum signatures; unconditional security

Digital signatures and Public Key Infrastructure (PKI) form the cornerstone of our ‘open’

digital world; they allow people to verify the origin and integrity of data received from new

communication partners, in an almost entirely non-interactive (‘offline’) way and based merely

on a small number of public keys stored locally.

In a typical signature scheme each user owns a private key s, which is kept secret, and

the related public key p, which is published. The public key is easily computed from the

private key, but the reverse computation is difficult because it involves a hard problem such as

factorisation, discrete logarithms, learning with errors, or a shortest vector problem. Signing

is an operation that takes as input s and a message m, and outputs a signature z. Verification

has the triplet (m, p, z) as input, and produces a yes/no output, where ‘yes’ indicates that

the signature z is consistent with m and p. A signature scheme has to satisfy three security

properties: (i) Unforgeability. For someone who does not hold s it is prohibitively difficult to

create such a valid triplet; (ii) Non-repudiation. If a valid triplet (m, p, z) is observed, then

the party associated with p cannot deny that it has created the triplet and hence endorses

the message m; (iii) Transferability. If a verifier accepts a signature, he is confident that any

other verifier will also accept it.

The main weakness of digital signature schemes is their reliance on a difficult computational

problem, whose hardness is impossible to prove. For this reason alternative schemes have been

studied [2, 3, 4] that offer unconditional security. These works have a number of disadvantages
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in common. They have to work with a fixed set of participants, and they involve a large

amount of communication. Furthermore, they require either a trusted third party or secret

channels between pairs of participants.

Gottesman and Chuang [1] introduced quantum digital signatures, which are unconditionally

secure and alleviate some of these disadvantages. The main idea is based on the observation

that state preparation can be seen as a one-way function. Consider a prover Peggy who gives

a quantum state to a verifier Victor. It is easy for Peggy to put a huge amount of information

into a quantum state but impossible for Victor to extract all of it. It is also straightforward for

Peggy to convince Victor that she knows exactly what the state is. From this unconditionally

secure one-way function one can then build a Lamport-like [5] signature scheme. In the

Gottesman-Chuang scheme [1] (which we will abbreviate as ‘GC01’) the private key is the

classical data that Peggy puts into quantum states; the thus produced states are the public

key. Multiple instances of the public key are allowed to exist, and these are given to the

verifiers. It does not have to be fixed beforehand who the verifiers are, and they do not have

to communicate beforehand; this flexibility is the main advantage of quantum signatures over

the classical unconditionally-secure schemes.

In GC01 it is implicitly assumed that there exists some mechanism by which the verifiers can

trust that the quantum states they receive ultimately originate from Peggy. This mechanism

must not rely on standard PKI with its computational assumptions but e.g. on trusted point-

to-point contacts. The complications of such a key transport mechanism are a disadvantage

compared to ordinary PKI. A further disadvantage is of course the need for quantum memory

at the verifiers’ side, and for quantum channels.

In 2014–2015 several versions of quantum signatures were introduced [6, 7] that do not need

quantum memory. However, they have the disadvantage that all recipients of the public keya

need to participate in the distribution stage of the protocol.

A review of quantum signatures was given in [8].

1.2 Our contribution

We introduce a new variant of Gottesman-Chuang like quantum signatures (with quantum

memory) in which Peggy is able to ‘open’ a public key in multiple ways, thus signing a non-

binary symbol instead of a bit. Our public-key qudits are fingerprinting states [9, 10]. Our

digital signature reveals only a substring of the full string embedded in the public key; the

substring can be chosen in multiple different ways. We show that this method reduces the

amount of public-key material required for the signing of a message. For the sake of efficiency

our scheme uses the idea suggested in [1] to work with codewords instead of repeated public

keys, but it does so with non-binary symbols.

The price to pay for revealing only partial information is that there is now a nonzero er-

ror probability when verifying a legitimate qudit (compared to zero in [1]), and furthermore

forgery becomes slightly easier. Nevertheless, the overall tradeoff between security and effi-

ciency works in our favour: at a given level of security (expressed as the gap between Peggy’s

and the adversary’s success probability to open a qudit) our scheme spends fewer qubits per

signed message bit than [1], approximately 1 + log(T log T )
logS , where T is the number of verifiers

and S is the size of the alphabet (see Section 4.1). Asymptotically the size of the public key

aConfusingly refered to as ‘signature’.
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approaches as little as one qubit per signed message bit. In contrast, GC01 needs at least

≈ log(T log T ).

The outline of this paper is as follows. In the preliminaries (Section 2) we introduce nota-

tion and list a number of useful lemmas. We briefly recapitulate the GC01 scheme [1] and

fingerprinting states [9]. In Section 3 we look at the relation between non-repudiation on the

one hand and correctness and security against forgery on the other hand. We discuss the

difference between the true reject and false reject probability as a performance indicator. In

Section 4 we look at GC01 in more detail and derive a lower bound on the number of qubits

spent per signed message bit. In Section 5 we introduce our scheme, and in Section 6 we

present the analysis. We summarize in Section 7.

2 Preliminaries

2.1 Notation, attacker model, and security definitions

Notation. There are T verifiers. We write d for the dimension of the public-key Hilbert space.

We use the notation [d] = {0, . . . , d−1}. A private key is a string k ∈ {0, 1}d. Let I ⊂ [d] be a

subset. We write kI for the substring (ki)i∈I where ordering of I is applied. The complement

of I is denoted as Ic = [d] \ I.

Our scheme signs non-binary symbols in an alphabet S of size S. We write S = {0, . . . , S−1}.
The Hamming weight of a binary string x is denoted as |x|. The bitwise XOR of binary

strings x and y is written as x⊕ y.

The notation h stands for the binary entropy function h(p) = p log 1
p + (1− p) log 1

1−p .

Attacker model. The adversary has unlimited (quantum) computing power, as well as mea-

surement and state preparation equipment that is entirely without noise. The adversary has

no access to the labs of the other parties (e.g. through side channels).

Security definitions.

We work in the following setting. Let H be a Hilbert space. Peggy has a private key k which

is a classical string. She uses k to create T copies of a public key |Pk〉 ∈ H.b A signature

of a classical message m ∈ M is a classical string r = Sign(k,m), r ∈ R which is computed

as a function of k and m. Signature verification is an algorithm Verif that acts on a state

|P 〉 ∈ H, a message m ∈ M and a string r ∈ R, yielding outcome v = Verif(|P 〉,m, r) ∈
{REJ, 1-ACC, 0-ACC}. Here REJ stands for rejection; 1-ACC means that Victor considers the

signature to be valid, and that he is confident that any other verifier will also consider it to

be valid; 0-ACC means that Victor considers the signature to be valid, but is not sure about

other verifiers.

Definition 1 (Correctness) We say that the signature scheme is correct with error ε if

∀k,m Pr
[
Verif

(
|Pk〉,m,Sign(k,m)

)
= 1-ACC

]
≥ 1− ε. (1)

Definition 2 (Security against forgery) Let k ∈ {0, 1}d be generated randomly, and let

|Pk〉 be the corresponding public key state. Consider an adversary who has access to |Pk〉⊗T ,

chooses one message m ∈ M and receives the signature r = Sign(k,m). The adversary then

bWe assume that there is a mechanism for distributing public keys. In this respect we do not deviate from
the assumptions made in [1].
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outputs a pair (m′, r′), with m′ ∈ M, r′ ∈ R. We call the signature scheme ε-secure against

forgery if

Pr
[
m′ 6= m ∧ Verif(|Pk〉,m′, r′) 6= REJ

]
≤ ε. (2)

Here the probability is taken over the random k, the adversary’s random choices, and the

nondeterministic outcome of Verif.

Definition 3 (Non-repudiation heuristic) Let malicious Peggy pick any state |Ψ〉 ∈ H,

any message m ∈M, and any string r ∈ R; these are given to the T verifiers. Let each verifier

independently execute Verif(|Ψ〉,m, r). Let N1ACC, NREJ denote the number of verifiers that get

result 1-ACC, REJ respectively. We call the signature scheme ε-secure against repudiation if

∀Ψ,m,r Pr[N1ACC ≥ 1 ∧NREJ ≥ 1] ≤ ε. (3)

Def. 3 does not allow malicious Peggy to hand out different states to different verifiers, in

contrast to the repudiation attacker model in GC01 which allows more general (entangled)

states that pass swap tests. Hence Def. 3 should be seen as a security heuristic and not a full

security definition.

2.2 Tail bounds

Lemma 1 Let r ≤ n
2 . The following inequalities hold,

2nh(r/n)

√
8r(1− r/n)

≤
r∑

k=0

(
n

k

)
≤ 2nh(r/n). (4)

Proof: For the first inequality see e.g. p.121 of [11]. The second inequality is a special case of

Chernoff-Hoeffding with probability parameter 1/2.

Lemma 2 (Chernoff bound) Let X =
∑
iXi with Xi ∈ {0, 1} independent random vari-

ables. Let µ = EX. Then for any δ > 0 it holds that

Pr[X ≥ µ+ µδ] ≤ e−
1

2+δ δ
2µ
. (5)

Pr[X ≤ µ− µδ] ≤ e−
1
2 δ

2µ. (6)

2.3 The Gottesman-Chuang scheme [1]

We briefly summarize the efficient version of GC01, using codewords, as presented in Section 8

of their paper.

The message to be signed is x ∈ {0, 1}K . It is encoded into a codeword c ∈ {0, 1}N . The

distance of the code is M . The private key is k = (k0
j , k

1
j )Nj=1, with k

0/1
j ∈ {0, 1}L. The public

key consists of 2N d-dimensional qudit states (|P 0
j 〉)Nj=1, (|P 1

j 〉)Nj=1, with |P bj 〉 = |F (kbj)〉, where

F denotes some method of embedding the string kbj into the qudit. There are T copies of the

public key. The parameter δ, which depends on the embedding method and the dimension of

the Hilbert space, is defined as

δ = max
k,k′:k 6=k′

∣∣∣〈F (k′)|F (k)〉
∣∣∣. (7)

Peggy’s signature of the string x consists of the private keys (k
cj
j )Nj=1. Signature verification

is done by projecting the state |P cjj 〉 in possession of the verifier onto the direction |F (k
cj
j )〉,
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for each j ∈ {1, · · · , N}, and counting the number of ‘0’ results (‘z’). There are two threshold

parameters, zacc, zrej, with zacc < zrej ≤M/2. If z ≤ zacc then the result of the verification is

1-ACC; if z ≥ zrej then it is REJ. In between, the result is 0-ACC.

Regarding forgery the following result was shown. An adversary who holds all T copies

of the public key can learn no more than T log d bits of information about the private key

k
cj
j ∈ {0, 1}L. The forgery probability for a single qudit is therefore upper bounded by the

following value,

pGC
forge1 =

1

2L−T log d
+ (1− 1

2L−T log d
)δ2. (8)

2.4 Fingerprinting states

Quantum fingerprinting was introduced in [9] as a way to do string equality testing based

on a representation that is exponentially smaller than the classical string. Let x ∈ {0, 1}d,
x = (xj)

d−1
j=0 . Let |0〉, . . . , |d− 1〉 be an orthonormal basis of a d-dimensional Hilbert space H.

The fingerprinting state |µ(x)〉 for the string x is the following state in H,

|µ(x)〉 def
=

1√
d

d−1∑

j=0

(−1)xj |j〉. (9)

These states have been used for various other purposes, e.g. noise-tolerant QKD [12]. It was

proposed by Gottesman and Chuang to use fingerprinting states as the embedding mechanism

‘F ’ in their quantum signature scheme.

Lemma 3 Let x, y ∈ {0, 1}d. The inner product of the two fingerprint states |µ(x)〉 and

|µ(y)〉 is given by

〈µ(y)|µ(x)〉 = 1− 2
|x⊕ y|
d

. (10)

Proof: From the definition (9) we get 〈µ(y)|µ(x)〉 = 1
d

∑d−1
j,`=0(−1)y`+xj 〈`|j〉= 1

d

∑d−1
j=0(−1)yj+xj

= 1
d

∑d−1
j=0(1− 2yj ⊕ xj) = 1

d (d− 2|y ⊕ x|).

3 Figures of merit

Given a state |P 〉 ∈ H, a message m ∈ M and an alleged signature r ∈ R, let QR, Q0, Q1

denote the probability that Verif(|P 〉,m, r) yields outcome REJ, 0-ACC, 1-ACC respectively. Let

NREJ, N0ACC, N1ACC denote the number of verifiers who get those outcomes.

Lemma 4 The repudiation probability (3) can be expressed as

Prepud
def
= Pr[N1ACC ≥ 1 ∧NREJ ≥ 1] = 1− (1−QR)T − (1−Q1)T +QT0 . (11)

Proof: The outcome for each of the T verifiers is independent and follows the same distribution

(QR, Q0, Q1). The left hand side of (11) can be written as a partial sum over the multinomial

probability distribution,
∑T−1
a=1

∑T−a
b=1

T !
a!b!(T−a−b)!Q

a
RQ

b
1Q

T−a−b
0 , which can be rewritten as

∑T−1
a=1

(
T
a

)
QaR

∑T−a
b=1

(
T−a
b

)
Qb1Q

T−a−b
0 =

∑T−1
a=1

(
T
a

)
QaR[(Q0 +Q1)T−a−QT−a0 ]. Finally we use

the binomial sum rule twice, subtracting the a = 0 and a = T terms.

Corollary 1 The following inequalities hold

Prepud ≤ 1−
(

1−min(QR, Q1)
)T
≤ 1−

(
max(QR, Q1)

)T
(12)

Prepud ≤ T ·min(QR, Q1). (13)
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Proof: The first inequality in (12) is obtained from (11) by using QT0 ≤ (1 − QR)T and

QT0 ≤ (1−Q1)T . The second one follows from Q1 +QR ≤ 1. The inequality (13) follows from

the first expression in (12) by using (1− x)T ≥ 1− Tx.

Lemma 5 Consider a prover who hands out a state in H which is indeed the public key |Pk〉
for some private key k. If a signature scheme is correct with ε1-error and is ε2-secure against

forgery, then for any m ∈ M, r ∈ R the repudiation probability Prepud is upper bounded by

T ·max(ε1, ε2).

Proof: We distinguish between two cases, (i) r is a correct signature, and (ii) r is not a

correct signature. For the first case we use (13) to write Prepud ≤ TQR ≤ T (1 − Q1), with

Q1 ≥ 1 − ε1. Similarly, in the second case we use (13) to write Prepud ≤ TQ1 ≤ T (1 −QR),

with QR ≥ 1− ε2.

Note that Lemma 5 does not imply non-repudiation as defined in Def. 3. The reason is that

correctness and security against forgery are defined only for quantum states |P 〉 which are

a proper public key |Pk〉 for some private key k, whereas the definition of non-repudiation

allows Peggy to distribute any state in H.

On the other hand, Lemma 5 provides a guideline on how the correctness error and the

security against forgery should be tuned if one aims at a certain level of non-repudiation.

We add a superscript ‘genuine’ or ‘forgery’ on the probabilities QR, Q0, Q1 to distinguish

between the two cases.

In the schemes that we focus on in this paper, we have H = H⊗N1 . The H1 is referred to

as a qudit space. The verifier performs a binary projective measurement on each of the N

individual qudits, e.g. the projection onto |F (k
cj
j )〉 in GC01 (Section 2.3), and gets a tally

z ∈ {0, . . . , N} of how many errors occur. (By ‘error’ we mean that a qudit does not pass

verification, i.e. the projection yields ‘0’.) Let G denote the per-qudit error probability in case

of a genuine signature, and J in case of a mismatch between the signature and the quantum

state in H1. The relevant quantity for the correctness property is the error tally in case of a

genuine signature,

Qgenuine
1 = Pr[Z ≤ zacc|genuine] =

zacc∑

z=0

(
N

z

)
Gz(1−G)N−z. (14)

If a lower bound Qgenuine
1 ≥ 1 − εc can be proven, then the scheme is ‘correct with error εc’

as specified in Def. 1. For the security against forgery the relevant quantity is

Qforgery
R = Pr[Z ≥ zrej|forgery]. (15)

If a lower bound Qforgery
R ≥ 1−εf can be proven, then the scheme is ‘εf -secure against forgery’

as specified in Def. 2. Unfortunately, a relation such as (14) does not necessarily exist between

Qforgery
R and J , as we will see in Section 6, because in case of a forgery not all positions 1, . . . , N

have to be a mismatch. However, it is clear that J > G is a necessary condition in order

to have a working signature scheme. Let N ′ (N ′ < N) be the number of positions where a

forgery causes a mismatch in the quantum state. The error tally zforgery is peaked around

N ′J + (N − N ′)G, whereas zgenuine is peaked around NG. In order to distinguish between

genuine signatures and forgeries, the scheme must have a significant distance between the

thresholds zrej and zacc, which implies the condition N ′J+(N−N ′)G > NG⇔ N ′(J−G) > 0.
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Table 1. Notation.

α = (d− `)/d. Relative size of non-revealed substring.

β In GC01: bit error rate that can be corrected by the code

c codeword. c ∈ SN
d Dimension of the Hilbert space. String length.

δ In GC01: |〈P (k)|P (k′)〉| ≤ δ
ϕ Small parameter. ϕ = d−1T log d

G single-qudit false reject probability

I Set containing the indices of non-revealed positions. |I| = d− `.
J single-qudit true reject probability

k Private key. In our scheme k ∈ {0, 1}d.
κ Substring of private key. κ ∈ {0, 1}`
K message length

L Private key size in GC01.

` number of revealed positions

|µ(z)〉 Fingerprinting state for string z ∈ {0, 1}d.
n size of public key in qubits. n = log2 d

N codeword length

|P 〉 Public key.

|ψ〉 state derived from index set I and substring κ

QR, Q0, Q1 probability of Reject, ACC-0, ACC-1

s Symbol to be signed. s ∈ S.

S Alphabet size. S = 1/α.

S Alphabet. |S| = S. S = {0, . . . , S − 1}.
T Number of verifiers. (Number of copies of each public key)

θ bit error rate that can be corrected

x Message. x ∈ SK .

The distance grows with N ′. A large distance is necessary in order to reduce the overlap

between the right tail of zgenuine and the left tail of zforgery.

Because of the structure discussed above, we adopt the ‘gap’ J − G as one of the central

figures of merit. The other figures of merit are the length of the code (N) and the total size

of the public key expressed in qubits (N log d).

4 Analysis of the Gottesman-Chuang scheme

4.1 Gottesman-Chuang with fingerprinting states

We present an analysis of the GC01 scheme that explicitly writes out a number of parameters

that were not worked out in detail in [1]. We consider the efficient implementation with

codewords and fingerprinting states. We look only at long-message asymptotics.

The quantities of interest are (i) The number of qubits spent on signing a whole message;

(ii) the value of the parameter δ; (iii) the ensuing single-bit forgery success probability, and

(iv) the minimum codeword length (number of public keys) required to upper-bound the

overall message forgery probability to some fixed value.

In particular, the number of spent qubits and the single-bit forgery probability are important

as a benchmark for evaluating the performance of our own scheme.
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The number of spent qubits per message bit.

The error-correcting code is a binary code (‘C1’) with message size K, codeword size N , and

distance M . Then β
def
= M

2N is the error rate that can be corrected. Asymptotically for large

messages it holdscthat K
N ≈ 1− h(β).

The number of public keys required for signing the codeword is 2N . Each public key state

comprises log d qubits. Hence the number of qubits involved in signing a K-bit message is

2N log d.

GC01 #qubits per message bit =
2N log d

K
≈ 2 log d

1− h(β)
. (16)

Note that only half of the public keys are ‘opened’. The expenditure of qubits may be halved

if there is a way of re-using the unused public keys.

The parameter δ.

A code C2 is used in the embedding, with message length L and codeword length d. The

key k ∈ {0, 1}L (L < d) is embedded in the public key as as the fingerprinting state of a

d-bit codeword in C2. We denote the correctable error rate of this code as γ, with (again

asymptotically) L
d ≈ 1 − h(γ). In order to compute the parameter δ as defined in (7) we

consider two keys k, k′ which differ only by a single bit flip. Their codewords differ in 2γd

bits. From Lemma 3 it then follows that

δ = 1− 4γ. (17)

The single-bit forgery probability.

Substitution of (17) into (8) yields

pGC
forge1 = (

1

2
)d[1−h(γ)]−T log d +

{
1− (

1

2
)d[1−h(γ)]−T log d

}
(1− 4γ)2

= 1− 8γ(1− 2γ)
{

1− (
1

2
)d[1−h(γ)]−T log d

}
(18)

where we have expressed L in terms of d and γ.

The error probability J introduced in Section 3 equals 1− pforge1. Furthermore, in GC01 the

error probability G vanishes, GGC = 0. Hence the ‘gap’ figure of merit is given by

JGC = 8γ(1− 2γ)
{

1− (
1

2
)d[1−h(γ)]−T log d

}
. (19)

Note that the condition L > T log d has to hold, which translates to d
log d >

T
1−h(γ) . Hence

there is a lower bound dGC
min on the dimension of the Hilbert space, dictated mostly by the

parameter T . For small γ this bound is

dGC
min ≈ T log T. (20)

Substitution of (20) into (16) yields the following approximation for the minimum size of the

public key,

Small γ : GC01 #qubits per message bit '
2 log(T log T )

1− h(β)
. (21)

cRef.[13] gives the following result for the length of the syndrome, nh(β) +
√
nΦinv(10−6)

√
β(1− β) log 1−β

β
,

where Φ is defined as Φ(z)
def
=

∫∞
z (2π)−1/2 exp[−x2/2]dx.
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Minimum codeword length.

Let Qforgery
R be a target value that we want to achieve regarding the forgery detection prob-

ability for a whole message. The easiest forgery is to flip a single bit in the message x.

This causes 2βN flips in the codeword c. The forger has probability of at most pGC
forge1 to

repair a flip. Hence the expected number of leftover ‘wrong’ bits counted by the tally z is

Ez = 2βN(1− pGC
forge1) = 2βNJGC. The threshold zrej has to be set as

zrej = 2βNJGC − 2
√
βNJGC

√
ln(1−Qforgery

R )−1 (22)

(or smaller). From Lemma 2 it follows that this setting indeed yields the correct bound on

the forgery probability. The requirement zrej > 0 leads to the condition N ≥ NGC
min, with

NGC
min =

ln(1−Qforgery
R )−1

βJGC
. (23)

Choosing a small γ on the one hand reduces the dimension d, but on the other hand in-

creases NGC
min. Similarly, setting β small reduces the number of qubits spent per message bit

(16) but increases NGC
min. For γ � 1 we have NGC

min ∝ 1
βγ .

4.2 Gottesman-Chuang with low-dimensional embedding

In [1] the possibility was mentioned of embedding k ∈ {0, 1}L into a single qubit (d = 2).

Though possible, it has the drawback that the forgery error probability J gets exponentially

close to 1, namely J = O(2−L). The L is lower bounded as L > T log d = T , which yields

J = O(2−T ).

We briefly comment on the possibility of embedding k into a Hilbert space of dimension

d larger than 2 but much smaller than (20). Optimal spreading of states is equivalent to

distributing 2L points equally over a hypersphere of dimension σ = 2d − 2. Each point

dominates a σ-dimensional solid angle of order 2−L, and hence the angle between neighbouring

points is O(2−L/σ). The parameter δ is the cosine of this angle. Substitution into (8) gives

1 − pforge1 = O(2−2L/σ) = O(2−L/[d−1]) < O(2−
T log d
d−1 ). At fixed small d the distinction

between Peggy and the attacker is exponentially small in T .

Because of the exponentially small J value in low-dimensional embedding, we will use the

fingerprinting-based version of GC01 as our benchmark.

5 Our protocol for signing a nonbinary string

5.1 Intuition

We propose a scheme that is similar to the Gottesman-Chuang scheme with codewords and

fingerprinting states, but which allows Peggy to ‘open’ a public key in S different ways. The

choice how to open corresponds to signing a symbol s ∈ S = {0, . . . , S − 1}. Peggy’s private

keys are (ki)Ni=1 with ki ∈ {0, 1}d. A public key |Pi〉 consists of the fingerprinting state |µ(ki)〉,
i.e. without the use of an error-correcting code ‘C2’ in the embedding.

Peggy ‘opens’ the public key |Pi〉 by revealing a length-` substring of ki. The choice of non-

revealed positions encodes the symbol that is to be signed. The verification step is to project

|Pi〉 onto the average of all the fingerprinting states consistent with the revealed substring.
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The intuition is that, on the one hand, ` is large enough such that by revealing ` bits of ki

Peggy really proves that she knows ki, while on the other hand the number of non-revealed

bits (d− `) is large enough to prevent forgeries.

5.2 Substring positions

We set S, `, d such that S(d − `) = d. For s ∈ {0, . . . , S − 1} we define disjoint subsets

I(s) ⊂ [d] with |I(s)| = d− `,

I(s)
def
= {s(d− `), . . . , (s+ 1)(d− `)− 1}. (24)

The subset I(s) points at the non-revealed positions in the private key. For convenience we

define a ‘small’ parameter α as α
def
= 1/S.

5.3 Protocol steps

System setup

Choose message length K, alphabet size S and Hilbert space dimension d, with S dividing d.

The parameters ` and α follow as ` = d− d/S, α = 1/S. Choose an error correcting code C
(over the alphabet S) with codeword size N that can correct symbol error rate θ. Set error

tally thresholds zacc, zrej ∈ {0, . . . , N}, with αN ≤ zacc < zrej ≤ 2θN .

Protocol

1. Distribution of public keys. Peggy generates private keys (ki)Ni=1, ki ∈ {0, 1}d. For

i ∈ {1, . . . , N} she prepares T copies of the public key |Pi〉 def
= |µ(ki)〉. Each verifier receives

|P1〉, . . . , |PN 〉.
2. Signing. Peggy announces a message x ∈ SK . She encodes x to a codeword c ∈ SN in

the code C. She signs each individual symbol of c as follows. To sign ci ∈ S she announces

the substring κi
def
= ki[d]\I(ci)

, i.e. ki without the positions I(ci).

3. Verification. Victor receives possibly corrupted data x′ ∈ SK and (κ′i)
N
i=1, κ′i ∈ {0, 1}`.

He performs the following actions. Encode x′ to c′ ∈ SN . For all i ∈ [N ] compute the

normalized vector ψi as

|ψi〉 ∝
∑

k∈{0,1}d: k[d]\I(c′
i
)=κ

′
i

∣∣∣µ(k)
〉
. (25)

For all i ∈ [N ] apply the projective measurement |ψi〉〈ψi| on |Pi〉. Let z ∈ {0, . . . , N} be

the tally of ‘0’ outcomes. If z ≤ zacc then the result of the verification is 1-ACC; if z ≥ zrej

then the result is REJ. In between, the result is 0-ACC.

6 Analysis of the proposed scheme

6.1 False reject probability per symbol (G)

We look at the case where a public key |Pi〉 is unchanged after the Verifier receives it, and

Peggy correctly signs. We compute the probability that the verification of one symbol fails.

Lemma 6 When the projection onto |ψ〉〈ψ| is done in step 3, the probability of a ‘1’ outcome

in a qudit is given by

Pr
[
projection onto |ψ〉〈ψ|

]
=
`

d
= 1− α. (26)
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Proof: Without loss of generality we take ci = S − 1. Then I(ci) equals {`, . . . , d − 1}; the

state ψ is computed as

|ψ〉 ∝
∑

a∈{0,1}d−`

∣∣∣µ(κ||a)
〉

=
∑

a∈{0,1}d−`

1√
d



`−1∑

j=0

(−1)κj |j〉+

d−1∑

j=`

(−1)aj−` |j〉




=
2d−`√
d

`−1∑

j=0

(−1)κj |j〉. (27)

For general I and κ we have

|ψ(I, κ)〉 =
1√
`

`−1∑

j=0

(−1)κj
∣∣∣([d] \ I)j

〉
. (28)

The probability of outcome ‘1’ is computed as the square of the following inner product,

〈µ(k)|ψ(I, kI)〉 =
1√
d`

d−1∑

j′=0

`−1∑

j=0

(−1)kj′ (−1)(k[d]\I)j 〈j′|([d] \ I)j〉 =
√
`/d. (29)

From Lemma 6 we see that the parameter G as introduced in Section 3 is given by

G = α. (30)

6.2 Forgery probability per symbol

We look at the following attack scenario. The attacker observes a valid signature of symbol s.

He owns all T existing public keys. His aim is to create a forged signature for a symbol t ∈ S,

with t 6= s. We define

J
def
= Pr

[
forged qudit gives projection 0

]
(31)

ϕ
def
= T

log d

d
. (32)

Lemma 7 Consider the forgery of one symbol. Let the random variable A ∈ {0, 1}`−d be

the part of k unavailable to the attacker. Let the random variable W ∈ {0, . . . , ` − d} be

the Hamming distance between A and the attacker’s guess for A. The success probability for

forging one symbol can be expressed as

1− J = (1− α)EW (1− 2
W

`
)2. (33)

Proof: Let K be the forged signature, with Hamming distance w w.r.t. the correct key k. We

have

〈µ(k)|ψ(I(t),K)〉 =
1√
`d

`−1∑

j=0

d−1∑

j′=0

(−1)kj′ (−1)KI(t)j 〈j′|j〉

=
#correct−#wrong√

`d
=
`− 2W√

`d
. (34)
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Squaring and taking the expectation over W yields (33).

Conjecture 1 Let f(x, r) be defined as

f(x, r)
def
=

1

r
·
∑r
w=0 w

(
x
w

)
∑r
w=0

(
x
w

) , r ≤ x

2
. (35)

The function f(x, r) is decreasing in r.

Corroboration: We verified this numerically for samples of x up to x = 228.

Remark: The range of x for which we tested the validity of Conjecture 1 entirely covers the

numerical results presented in Section 6.6.

Proposition 1 For a non-matching position the accept probability can be bounded as

1− J ≤ p1, (36)

where

p1
def
= (1− α)

[(
1− α

1− α2hinv(1− ϕ

α
)
)2

+

√
8

3
·
√
d− `
`

]
. (37)

Proof: For any distribution P of A (from the attacker’s point of view) the probability of succes-

ful forgery is maximised by outputting the most likely value ofA, i.e. a0 = argmaxaPrA∼P [A =

a]. Then W = |A ⊕ a0|. We introduce shorthand notation pa = Pr[A = a] and pmax =

maxa PrA∼P [A = a]. From the space of distributions P satisfying the constraint Hmin(A) =

− log pmax (with fixed pmax) we will determine which P maximizes (33). For a 6= a0 we

parametrise pa = pmax sin2 θa ∈ [0, pmax]. The Lagrangian for the optimisation is

L =
∑

a:a6=a0

pmax sin2 θa(1− 2
|a⊕ a0|

`
)2 + λ[1− pmax −

∑

a:a6=a0

pmax sin2 θa], (38)

where λ is a constraint multiplier. Setting the derivatives w.r.t. θa to zero yields

0 = [(1− 2
|a⊕ a0|

`
)2 − λ] sin 2θa. (39)

Unless λ has a special value, (39) implies θa = 0 ∨ θa = π
2 for all a, i.e. pa = 0 ∨ pa = pmax.

Eq.(33) is maximal when P has the following form: strings a with low values of |a ⊕ a0|
have probability pmax, whereas strings a with high values of |a⊕ a0| have probability 0. The

nonzero probability is concentrated within a ‘radius’ r around a0, with r ≤ (d− `)/2.

1

pmax
=

r∑

w=0

(
d− `
w

)
. (40)

Lemma 1 together with d− ` = αd and log p−1
max = d(α− ϕ) yields

r ≥ (d− `)hinv(1− ϕ

α
). (41)

From Lemma 7 we have 1− J = (1− α)[1− 4
`EWW + 4

`2 EWW 2]. Using W ≤ r we can write

1− J ≤ (1− α)[(1− 2r/`)2 + 4
`EW (r −W )]. Next, using (41) we get

1− J ≤ (1− α)
[(

1− α

1− α2hinv(1− ϕ

α
)
)2

+
4r

`
EW (1− W

r
)
]
. (42)
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Finally we have to upper bound EW (1−W/r).

1

r
EWW =

1

r
·
∑r
w=0

(
d−`
w

)
w

∑r
w=0

(
d−`
w

) def
= f(d− `, r). (43)

Since f is decreasing in r (Conjecture 1) we have

EWW ≥ r · f(d− `, d− `
2

). (44)

Without loss of generality we assume that d− ` is even and write d− ` = 2z.

f(2z, z) =
1

z

∑z
w=0

(
2z
w

)
w

∑z
w=0

(
2z
w

)

= 2

∑z−1
w=0

(
2z−1
w

)
∑z
w=0

(
2z
w

)

= 2
1
2 · 22z−1

1
2 [22z +

(
2z
z

)
]

=
1

1 +
(

2z
z

)
/22z

≥ 1

1 + 1√
3z+1

. (45)

Thus we have

4

`
EW (r −W ) ≤ 4r

`

[1 + 3
2 (d− `)]−1/2

1 + [1 + 3
2 (d− `)]−1/2

<
4r

`
[ 3
2 (d− `)]−1/2. (46)

With r ≤ (d− `)/2 this gives

4

`
EW (r −W ) <

2
√

2√
3
·
√
d− `
`

. (47)

Note that Proposition 1 invokes Conjecture 1.

Corollary 2 The expression p1 defined in (37) can be lower bounded as

p1 > 1− 3α. (48)

Proof. First we write out the square in (37) and neglect most of the positive terms, yielding

p1 > 1− α− 2α · 2hinv(1− ϕ
α ). Then we use hinv(·) ≤ 1

2 .

6.3 Setting the parameters; asymptotics

Let d = 2n, which means that each qudit can be thought of as n qubits. The ϕ and 1/d are

exponentially small in n. For large d one can set α � 1, ϕ/α � 1. Then J ≈ 1 − p1 (37)

equals α + 2α · 2hinv(1 − ϕ
α ) minus higher order terms. In contrast, a genuine signature has

per-qudit error probability G = α.

The scheme must allow the verifier to distinguish between error rate α and J .
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Proposition 2 Consider the scheme proposed in Section 5.3, with parameters θ,N, zacc, zrej

set as follows as a function of α, d, T ,

θ =
α

2
(1 + ν) with ν constant > α (49)

N =
1

α3



√

3 ln ε−1
c +

√
1 + 4θ

√
2 ln ε−1

f

1−p1−α
α




2

(50)

zacc = Nα+
√
Nα
√

3 ln ε−1
c (51)

zrej = (1− 2θ)Nα+ 2θN(1− p1)

−
√

(1− 2θ)Nα+ 2θN(1− p1)
√

2 ln ε−1
f (52)

with p1 as defined in (37). Given these settings the scheme is correct with error εc as specified

in Def. 1 and εf-secure against forgery as specified in Def. 2.

Proof. Peggy’s signature has error probability α in each individual qudit. The expected tally

of errors in the codeword in Nα. By Lemma 2 and the setting of zacc (51) the probability

that the tally exceeds zacc is upper bounded by εc.

The ‘minimal’ forgery consists of modifying one symbol in the message x. Let x̃ ∈ SK be the

modified message and let c̃ ∈ SN be the corresponding codeword. The Hamming distance

between c̃ and c is 2θN . There are N(1 − 2θ) symbols that the attacker does not have to

modify; in these positions the error rate is α. In the 2θN positions that the attacker must

modify he introduces an error rate J . Hence the expected overall error tally for the forgery

is E = (1− 2θ)N ·α+ 2θNJ = Nα+N · 2θ(J −α). Eq. (52) has the form E−
√
E
√

2 ln ε−1
f ;

substitution into Lemma 2 yields the correct bound on the forgery probability.

We have to enforce zrej < 2θN . We do this by ensuring that Nα+N · 2θ(1− p1 −α) < 2θN .

This condition can be written as 2θ(1 − [1 − p1 − α]) > α, which is satisfied because of (49)

and p1 < 1.

Finally we have to enforce zrej > zacc. Setting N as in (50) ensures that this condition is

satisfied, as can be verified by a straightforward but tedious computation.

Proposition 2 depends on Conjecture 1.

Note in (50) that asymptotically N is of order α−3. Setting α to be small has advantages,

but these advantages can be exploited only if the signed message is sufficiently long.

6.4 Non-repudiation

Lemma 8 With the parameter settings given in Proposition 2, our scheme is ε-secure against

non-repudiation as defined in Def. 3, with ε = T ·max(εν
2

f , εν
2

c ) · [1 +O(α)].

Proof sketch: Malicious Peggy can prepare any state, but all T verifiers receive the same

state. Peggy’s best chance of causing Rejects as well as 1-Accepts at the different verifiers is

to (i) fix the message x before distributing the public key and then (ii) as the ‘public key’

in each of the N positions prepare a state that is tuned to cause error probability J , with

J = (zacc +zrej)/(2N). We use Lemma 2 with µ→ (zacc +zrej)/2, δ → (zrej−zacc)/(zacc +zrej)

to obtain

Pr[Z ≤ zacc] ≤ e−
1
4

(zrej−zacc)
2

zacc+zrej , Pr[Z ≥ zrej] ≤ e−
1
4

(zrej−zacc)
2

zacc+zrej · [1 +O(α)]. (53)
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From Proposition 2 we get

zrej − zacc =
2θ/α− 1

1− p1 − α

(√
3 ln ε−1

c +
√

2 ln ε−1
f

)2

[1 +O(α)] (54)

zrej + zacc =
2

α



√

3 ln ε−1
c +

√
2 ln ε−1

f

1− p1 − α




2

[1 +O(α)]. (55)

Substitution into (53) yields the same expression for both bounds,

exp[−ν
2

8

(√
3 ln ε−1

c +
√

2 ln ε−1
f

)2

] ≤ max(εν
2

f , εν
2

c ). (56)

Finally we use (13) in Corollary 1.

Note that the bound in Lemma 8 is not tight. We present the lemma mainly to show that

the repudiation probability is under control. A more complete treatment of non-repudiation,

instead of merely a heuristic, is left for future work.

6.5 How many qubits of public key are spent per signed message bit

We show that the size of our public key, taken per signed message bit, can be significantly

smaller than in GC01. Expressed in qubits, our public key has size N log d. The length of

the message is K nonbinary symbols, which is equivalent to K logS bits. Asymptotically

K → N [1− h(θ)], where θ ≈ α/2 if the parameters are set according to Proposition 2. Thus

we can write
#qubits

#bits
=
N log d

K logS
≈ log d

logS
· 1

1− h(θ)
. (57)

Furthermore, we have the requirement d− ` ≥ T log d, since the number of unknown bits in k

must not be smaller than what can be learned from T copies of a d-dimensional qudit. This

requirement can be rewritten as d ≥ ST log d. Substitution into (57) gives

#qubits

#bits
≥ (1 +

log T + log log d

logS
)
N

K
≈ (1 +

log T + log log d

logS
)

1

1− h(θ)
. (58)

Compared to the GC01 expenditure (21) our scheme is more efficient by a factor of roughly

logS. In theory it is possible to set S � T to obtain a public key whose size is just slightly

more than one qubit per signed message bit.

6.6 Numerics

We numerically compare our scheme against GC01-with-codewords. We assume an efficient

form of GC01 that re-uses unspent quantum states, i.e. if |P 0
j 〉 is measured then |P 1

j 〉 gets

relabeled in some way and re-used later.

We fix the number of verifiers T and the error parameter εf . We focus on three performance

indicators: (i) how many qubits are spent per signed message bit, (ii) the gap J − G, and

(iii) the codeword length N .

Figs. 1 and 2 show plots of the qubit expenditure versus the gap J−G for several combinations

of T and α, with parameter settings as in Proposition 2. At small values of α (large alphabet
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Table 2. Comparison between GC01 and our scheme.

tunable qubits/bit 1− J N gap

GC d, γ, β log d
1−h(β)

1−(1−4γ)2

2d[1−h(γ)−ϕ] + (1− 4γ)2
ln(1−Qforgery

R )−1

βJGC JGC

us d, α, θ
log d/ log

1
α

1−h(θ) p1 = (1− α)· O( 1
α(J−G)2

) 1− p1 − α[(
1− α

1−α2hinv(1− ϕ
α

)
)2

+
√

8α
3d
· 1
1−α

]
(50)

size S) the public keys are significantly smaller than for GC01. Fig. 3 has the code length N

on the horizontal axis. We see that (for the chosen parameter settings) the gain over GC01

sets in when the message length is of the order of magnitude of 8 kilobytes.
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↵ = 0.001

17

Fig. 1. Number of spent qubits per signed message bit versus the ‘gap’ J − G, at T = 100,
plotted at various values of α. The almost horizontal curve is the Gottesman-Chuang scheme.

In each curve the parameter d is varied. The ranges of d are roughly as follows. At α = 0.001:

d ∈ (3 ·106, 8 ·108); at α = 0.01: d ∈ (3 ·105, 8 ·107); at α = 0.04: d ∈ (4 ·104, 3 ·107); at α = 0.08:
d ∈ (2 · 104, 5 · 106); at α = 0.1: d ∈ (2 · 104, 7 · 106).
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Fig. 2. Number of spent qubits per signed message bit versus the ‘gap’ J − G, at T = 1000,
plotted at various values of α. The almost horizontal curve is the Gottesman-Chuang scheme.

In each curve the parameter d is varied. The ranges of d are roughly as follows. At α = 0.001:

d ∈ (3 ·107, 5 ·109); at α = 0.01: d ∈ (2 ·106, 4 ·109); at α = 0.04: d ∈ (5 ·105, 8 ·108); at α = 0.08:
d ∈ (2 · 105, 8 · 107); at α = 0.1: d ∈ (2 · 105, 2 · 109).
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A @Trash@

Security requirements

• Against malicious Alice. If Total distributed state by Alice passes swap / permute tests with
high prob. then Alice cannot ”open” di↵erent messages for di↵erent recipients.

• Malicious Bob. Even if you own all distributed public keys, you cannot create a fake signature

• Even if you own all distributed public keys and you have observed a valid signature, you cannot
forge signature on a di↵erent message.

• Gottesman has constants c1, c2. Let’s first consider c2=0, c2=1/M (any error leads to abort).

Main idea:

• Fingerprint (RRDPS) states |mu(cx)i, where cx is x encoded into codeword.

• Multiple issues of the same RRDPS state.

• Alice signs a symbol ”s” by revealing a substring of cx (or x itself?), where s determines the
choice of substring. Make sure that the allowed choices are su�ciently di↵erent from each other!

• Verification is projection measurement onto average state consistent with the revealed substring

Various gimmicks

• instead of repeating public key state, make use of codewords to deal with noise.

• Encode a message symbol as the one-out-of-N choice from N public keys. Alphabet has size
log N ; only one pubkey is expended. (Going to

�
N
t

�
does not improve things wrt

�
N
1

�
.) In order

for this trick to work, the order of Alice’s messages must be preserved/protected.

Idea: use a shift mechanism. When a pubkey has been spent a whole is created. Fill the hole
by shifting pubkeys from the right.
Example: Symbol 3 followed by symbol 7 means revealing  3 and then  8. On the other hand,
symbol 7 followed by symbol 3 would mean revealing  7 and then  3. Note that the set of
opened states depends on the order of the symbols; hence forgery-by-reordering fails.

Immediate questions

• How do Gottesman+Chuang deal with the possibility that Alice opens a di↵erent bit to di↵erent
verifiers?

18

Fig. 3. Number of spent qubits per signed message bit versus the codeword length N (in bits), for
T = 1000 and various values of α. εf = 10−12; εc = 10−9. In each curve the parameter d is
varied.
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7 Discussion

It may be possible to improve on the parameter settings given in Proposition 2, and on some

of the bounds that we have derived, e.g. by using tighter concentration inequalities.

Our treatment of non-repudiation is less general than that of GC01, who allow Peggy to

distribute more general states that pass swap tests. A full treatment would entail determining

how large the parameter T (the number of copies) needs to be, as a function of α, in order

to ensure that the swap tests sufficiently reduce Peggy’s probability of distributing different

public keys. Note that Proposition 2 allows a lot of freedom for choosing T ; hence we expect

that the required T can be accommodated. This analysis is left for future work.

It is rather embarrassing that we do not have an actual proof for Conjecture 1 but only

numerical evidence. Fortunately, it is rather straightforward (though time consuming) to

verify numerically that the conjecture holds for very large values of x. The graphs plotted

in Section 6.6 do not exceed the verified range of x. Hence it is clear that there is a wide

parameter regime in which our scheme is advantageous

If Conjecture 1 holds, our scheme asymptotically achieves a public key size of one qubit per

message bit. The question naturally arises whether it is possible to go below that value, and

if a theoretical lower bound exists. Consider a set of N = 2A ordinary GC01 public keys

labeled 0, . . . , N − 1, and let the opening of the key with label x represent a signature of the

A-bit binary message x. The expended key gets replaced by a new one, while all the other

public keys remain in use. Such a scheme spends (log d)/A qubits per message bit, which can

definitely be smaller than 1; however, it requires more complicated synchronisation between

the prover and the verifiers than the scheme presented in this paper.
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