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ERRATUM

QUANTUM LOWER BOUND FOR RECURSIVE FOURIER SAMPLING
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I correct a technical error in [1]. The conclusions about Recursive Fourier Sampling are
unaffected.
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In my paper “Quantum Lower Bound for Recursive Fourier Sampling” [1], the argument
depended crucially on a measure of Boolean functions g : {0,1}" — {0,1} that I called the
“nonparity coefficient” u (g). The intuition was that u (g) should measure the distance of g
from a parity function, with u (g) = 0 if and only if g itself was the parity (or the negation of
the parity) of some subset of input bits. I defined i (g) formally as follows:

Definition 1 The nonparity coefficient u (g) of g is the mazimum p* for which the following
holds. There exist distributions Dy, Dy over g~ (0) and g1 (1) respectively such that for all
2 €{0,1}"\ {0"}, 3 € 71 (0) and 31 € g~ (1),

Prs,ep, [s0 -2 =51 - 2 (mod 2)] > p* and

Prs,ep, [31 “Z2=39-2 (InOd 2)] > #*,

This definition is mistaken. The problem is that 1 (g) = 0 does not imply that g is a parity
function. To see this, let g be the logical AND of the n input bits. Then g=' (1) = {1}, so
there is only one distribution D; over g~! (1), which places all weight on 1*. Furthermore,
clearly there exist z € {0,1}"\ {0"} and 5y € g~* (0) such that 1™ - 2z # 5 - 2, and therefore

Prs,ep, [$1-2 =750 - 2(mod2)] =0.

It follows that u (g) = 0.
To fix this problem, we simply need to use what I called the “two-sided nonparity coeffi-
cient,” us (g), in Section 4 of [1].
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Definition 2 s (g) is the mazimum p* for which there exist distributions Do, D1 over g—1 (0)
and g~' (1) respectively such that for all z € {0,1}" \ {0}, 50 € g7 (0) and 31 € g~ (1),

Pr sg-z2=381-2z(mod2) V s1-z2=35-2z(mod2)] > pu*.
wept T p, 180 12 ( ) 1 0-2( )= p
My original motivation for introducing us (g) was to generalize the results from total to

partial functions. But the new definition has the additional advantage of being correct:

Proposition 1 For all g (partial or total), p2 (g) = 0 if and only if g can be written as the
parity (or the NOT of the parity) of a subset B C {1,...,n} of input bits.

Proof For the ‘if’ direction, form an input 2z € {0,1}" by taking z [i]] = 1 if and only if
1 € B, and choose 5y and 37 arbitrarily. This ensures that u* = 0. For the ‘only if’ direction,
if po (g) = 0, we can choose Dy to have support on all 0-inputs, and D; to have support on
all 1-inputs. Then there must be a z such that s - z is constant as we range over g~ (0),
and s; - z is constant as we range over g~' (1). Take i € B if and only if z [i] = 1. |

Furthermore, the two key theorems about u (g) still hold for us (g): first, for all partial or

total g, the quantum query complexity of the RFSJ problem is ((1 — U2 (g))fh/z). Second,
if p2 (g) is less than a positive constant (namely (2 —1/2) /4 ~ 0.146), then ps (g) = 0, or

equivalently g is a parity function. These theorems were claimed without proof in Section 4
of [1]. They are proven explicitly in my PhD thesis [2].
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