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There are a lot of reviews in the Internet, and existing explainable recommendation techniques use them. 
However, how to use reviews has not been so far adequately addressed. This paper proposes a new 
exploiting method of reviews in explainable recommendation generation. Our new method makes use of not 
only reviews written but also those referred to by users. This paper adopts two state-of-the-art explainable 
recommendation approaches and shows how to apply our method to them. Moreover, our method in this 
paper considers the possibility of making use of reviews which do not provide detailed review utilization. 
Our proposal can be applied to different explainable recommendation approaches, which is shown by 
adopting the two approaches, with reviews that do not necessarily provide their detailed utilization data. The 
evaluation with using Amazon reviews shows an improvement of the two explainable recommendation 
approaches. Our proposal is the first attempt to make use of reviews which are written or referred to by users 
in generating explainable recommendation. Particularly, this study does not suppose that reviews provide 
their detailed utilization data. 
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1 Introduction  

Recently, explainable recommendation has emerged in recommender systems [21]. Conventional 
collaborative filtering approaches, especially matrix factorization (MF)-based ones, are able to give 
good recommendation of items to users [8]. However, just presenting recommendation to users may 
not be good enough. Explainable recommender systems therefore attempt to show to users not only 
recommendation but also its explanation. Such explanations can serve seven aims, namely, 
effectiveness, satisfaction, transparency, scrutability, trust, persuasiveness, and efficiency [17, 18]. 
Note that it is generally difficult for MF-based techniques to understand and explain recommendation 
generated by them due to MF’s concept. 

 
a This paper is based on a previous paper published in the proceedings of the 22nd International 
Conference on Information Integration and Web-based Applications & Services (iiWAS), 2020 [6] 
b Corresponding author. 
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Conventional explainable recommendation approaches have tried to obtain user preferences from 
review texts [10, 22, 3, 1] and achieved explainable recommendation with improved recommendation 
accuracy. However, there is room to improve in treating reviews, that is, it is hard to obtain a user’s 
preferences correctly if the number of reviews written by the user is small. For example, 49% of users 
in the Yelp dataset used in [22] wrote one review only and thus such review texts were not exploited 
in recommendation generation. Similarly, many users in the Epinion dataset used in [11] wrote few 
reviews. We should also note that there can be reviews of low quality; since review texts are often 
input in an unstructured format, reviews of various qualities can exist. It is difficult to obtain user 
preferences correctly with using review texts of various qualities. Therefore, making use of more 
reviews skillfully in explainable recommendation generation is required. 

In this paper, we focus on a new exploiting method of more reviews borrowed from [6]. The 
method makes use of not only reviews written but also those referred to by users. Note that it can be 
supposed to appear that who wrote a given review but not that who referred to a given review generally. 
We therefore consider the possibility of making use of reviews which do not provide detailed review 
utilization in this study. Our method with the consideration is examined empirically with real review 
data by applying it to two different state-of-the-art explainable recommendation approaches. 

The main contributions of this paper are as follows: 

 We focus on a new method [6] of making use of reviews both written and referred 
to by users to infer user preferences more precisely. We show how to apply the method to existing 
explainable recommendation approaches by adopting two state-of-the-art ones, that is, explicit 
factor model (EFM) [22] and multi-task explainable recommendation (MTER) [19]. 

 We consider the possibility of making use of reviews which do not provide detailed 
review utilization in the method. This consideration can make the value of the new method 
higher. 

 We evaluate the method with the consideration to show how it can be of benefit to 
existing explainable recommendation approaches. 

The remainder of this paper is organized as follows. Section 2 mentions related work. Section 3 
introduces our proposal and considers how we make use of reviews without their detailed utilization 
in our proposal. Section 4 discusses the results of empirical evaluation. Finally, we conclude this paper 
with future research directions in Section 5. 

2 Related Work 

There have been studies of using reviews to obtain user preference for generating recommendations 
[10, 22, 19]. Since review data include user opinions on products and services, we can infer user 
preference using them. McAuley and Leskovec [10] proposed a model called Hidden Factors as Topics 
(HFT) which discovers topics correlating with the hidden factors of products and users based on 
review texts. HFT also used ratings attached to reviews. Zhang et al. [22] proposed a model called 
explicit factor model (EFM) which extracts explicit product features and user opinions from user 
reviews based on phrase-level sentiment analysis and integrates them in a matrix factorization 
algorithm to generate explainable recommendations. They showed EFM could handle more explicit 
features of items than HFT and generate both recommendation of high accuracy and its good 
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explanation. Wang et al. [19] exploited opinionated review text data in generating recommendation 
and its explanation. With Tucker decomposition of tensors [7, 5] they represented users, items, 
features, and opinion phrases as four non-negative matrices and developed multi-task explainable 
recommendation (MTER). In this study, we adopt EFM and MTER as existing explainable 
recommendation approaches. 

Reviews used in these studies were those written by users. Note that while users do not so often 
write reviews but that they refer to reviews written by others frequently, the studies focused on reviews 
written by users only. Kido et al. [6] developed a method that can use not only reviews written but also 
those referred to by users in generating explainable recommendation. Note that they assumed that review 
data to be used provided their detailed utilization in their study. However, there have been few such data 
in the real world. In this paper, we focus on the method proposed by Kido et al. [6] but do not assume 
that review data provide their detailed utilization; we consider how to apply the method to general review 
data, which do not provide their utilization histories. We evaluate the consideration with using real 
review data empirically. 

3 Proposal 

Lu et al. [9] said that reviews play a central role in the decision-making process of online users, and 
the role of online reviews is expected to become increasingly important as online commerce activity 
continues to grow. Hong et al. [4] hypothesized that the basic user intention is to acquire the product 
information from reviews, by which to support the purchase decisions. We therefore assume that item 
features mentioned in reviews that users referred to can be useful in inferring user preferences. In this 
section, we first assume that reference histories of users are available and attempt to take account of 
reviews in the histories in the process of generating explainable recommendation in addition to reviews 
written by users, by borrowing discussions in [6]. We then consider removing the assumption. 

3.1. Making Use of Actually Utilized Reviews 
Let F= {𝐹ଵ, 𝐹ଶ, ⋯ , 𝐹}  and U = {𝑢ଵ, 𝑢ଶ, ⋯ , 𝑢}  be the sets of 𝑝  product features and 𝑚  users, 
respectively. The existing explainable recommendation approaches focused on two types of product 
features, namely, (A) those appearing in reviews written by a user, and (B) the others. Let F

ା be the set 
of features mentioned in the reviews written by user 𝑢, then data 𝐷𝑎𝑡𝑎 learned by the approaches can 
be expressed as follows: 

𝐷𝑎𝑡𝑎 =  {(𝑢 , 𝑓, 𝑓) | 𝑢 ∈ U ∧ 𝑓 ∈ F
ା  ∧  𝑓 ∈ F∖F

ା} (1) 
We add two more types of product features, namely, (C) those appearing in reviews referred to by 

a user, and (D) the others. Let 𝐺 be the set of features mentioned in reviews written by user u’ and 
referred to by user u, that is, 

𝐺 =  {(𝑢, 𝑢ᇱ, 𝑓) | 𝑢 ∈ U, 𝑢ᇱ ∈ U, 𝑓 ∈ F} (2) 

where user u referred to feature f mentioned in reviews written by user u’. It is generally hard to 
distinguish which features are really referred to. We here assume that every feature written in a review 
is referred to whenever the review is referred to. 
Let F

ᇱା =  {𝑓  | (𝑢, 𝑢ᇱ, 𝑓) ∈ 𝐺 ∧  𝑓 ∈ F∖F
ା}, then data 𝐷𝑎𝑡𝑎′ learned by our proposal can be 

expressed as follows: 
𝐷𝑎𝑡𝑎ᇱ =

 {(𝑢 , 𝑓, 𝑓, 𝑓 , 𝑓) | 𝑢 ∈ U ∧ 𝑓 ∈ F
ା ∧  𝑓 ∈ F∖(F

ା ∪ F
ᇱା)  ∧  𝑓 ∈ F

ᇱା  ∧  𝑓 ∈ F∖(F
ା ∪ F

ᇱା)} (3)
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 Rendle et al. [14] assumed that users prefer the observed items to the unobserved ones and 
proposed Bayesian Personalized Ranking (BPR). Similarly, Yu et al. [20] proposed a Multiple 
Pairwise Ranking (MPR), where more types of items than BPR were introduced, and showed that their 
MPR was superior to BPR. Based on these studies, we focus on treating the four types as “preference 
degrees of 𝑓 and 𝑓 are larger than those of 𝑓 and 𝑓, respectively, and preference degree of 𝑓 is 
larger than that of 𝑓”. For making discussions concrete, we adopt EFM [22] and MTER [19] and 
extend them with the method in this section. 

3.1.1. EFM with Actually Utilized Reviews 

Figure 1 Matrixes in EFM. 

 
In EFM [22], product features and user opinions are extracted from reviews, and user-item rating 
matrix 𝐴, user-feature attention matrix 𝑋, and item-feature quality matrix 𝑌 are constructed (Figure 1). 
𝑋 is constructed as follows: 

𝑋 =  ቐ

0, ൫𝑖𝑓 𝑢𝑠𝑒𝑟 𝑢  𝑑𝑖𝑑 𝑛𝑜𝑡 𝑚𝑒𝑛𝑡𝑖𝑜𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝐹൯

1 + (𝑁 − 1) ൬
2

1 + 𝑒ି௧ೕ
− 1൰ , (𝑒𝑙𝑠𝑒)

(4) 

where 𝑁 is the maximum rating value and user 𝑢 mentioned feature 𝐹 in 𝑡 times in 𝑢’s reviews. Let 
P = {𝑝ଵ, 𝑝ଶ, ⋯ , 𝑝} be the set of 𝑛 items/products. 𝑌 is constructed as follows: 

𝑌 =  ቐ

0, ൫𝑖𝑓 𝑖𝑡𝑒𝑚 𝑝𝑖𝑠 𝑛𝑜𝑡 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑑 𝑜𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝐹൯

1 +
𝑁 − 1

1 + 𝑒ି⋅௦ೕ
, (𝑒𝑙𝑠𝑒)

(5) 

where feature 𝐹 was mentioned 𝑘 times on item 𝑝  and the average of sentiment of feature 𝐹 in those 
𝑘 mentions was 𝑠 . 

The following optimization task is performed in EFM: 

minimize
భ,మ,,ுభ,ுమ

൛‖𝑃𝑄் − 𝐴‖ி
ଶ + 𝜆௫‖𝑈ଵ𝑉் − 𝑋‖ி

ଶ + 𝜆௬‖𝑈ଶ𝑉் − 𝑌‖ி
ଶ + 𝜆௨(‖𝑈ଵ‖ி

ଶ + ‖𝑈ଶ‖ி
ଶ )

+ 𝜆(‖𝐻ଵ‖ி
ଶ + ‖𝐻ଶ‖ி

ଶ ) + 𝜆௩‖𝑉‖ி
ଶ ൟ  

𝑠. 𝑡. 𝑈ଵ ∈ ℝା
× , 𝑈ଶ ∈ ℝା

× , 𝑉 ∈ ℝା
×

, 𝐻ଵ ∈ ℝା
×ᇲ

, 𝐻ଶ ∈ ℝା
×ᇲ

 𝑎𝑛𝑑 𝑃 = [𝑈ଵ 𝐻ଵ], 𝑄 = [𝑈ଶ 𝐻ଶ] (6) 

where 𝑈ଵ, 𝑈ଶ, 𝑉, 𝐻ଵ and 𝐻ଶ are implicit features. 
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In LRPPM-CF (Learn to Rank user Preferences based on Phrase-level sentiment analysis across 
Multiple categories-Collaborative Filtering) [2], ranking-based optimization target on implicit 
feedback is implemented with using the ranking-based criterion of BRP [14]. Let 𝑋௨ಲ

 and 𝑋௨ಳ
 be 

predicted preference degrees of features 𝑓 and 𝑓 of user 𝑢 , then following the way, user-feature 
attention differences between the two types of product features are expressed as 

𝑋௨ಲಳ
= 𝑋௨ಲ

−  𝑋௨ಳ
= 𝒖ଵ

் 𝒗ಲ
− 𝒖ଵ

் 𝒗ಳ
. (7) 

To replace 𝐷𝑎𝑡𝑎 in Eq.(1) with 𝐷𝑎𝑡𝑎ᇱ in Eq.(3) for making use of utilized reviews, we consider 
the following user-feature attention differences as in MPR [20]: 

𝑋௨ಲಳವ
=  ൫𝑋௨ಲ

−  𝑋௨ಳ
൯ − ൫𝑋௨

−  𝑋௨ವ
൯ = ൫𝒖ଵ

் 𝒗ಲ
− 𝒖ଵ

் 𝒗ಳ
൯ − ൫𝒖ଵ

் 𝒗
− 𝒖ଵ

் 𝒗ವ
൯. (8) 

When user 𝑢 did not write a review but referred to some reviews written by other users, Eq.(8) is 
replaced with the following: 

𝑋௨ಲಳವ
=  𝑋௨

−  𝑋௨ವ
= 𝒖ଵ

் 𝒗
− 𝒖ଵ

் 𝒗ವ
. (9) 

By taking Eq.(8) into account, we enhance Eq.(6) and perform the following optimization task 
in the method: 

minimize
భ,మ,,ுభ,ுమ

ቐ  ൫𝑎 − 𝒉ଵ
் 𝒉ଶ − 𝒖ଵ

் 𝒖ଶ൯
ଶ

(,)∈

− 𝜆௫     ln 𝜎൫𝑋௨ಲಳವ
൯

∈ி
ᇲశಳ,ವ∈ி∖൫ி

శ⋃ி
ᇲశ൯ಲ∈ி

శ(,)∈

+ 𝜆௬   ቀ𝑦ೂ
− 𝒖ଶ

் 𝒗ೂ
ቁ

ଶ

ೂ∈ிೕ(,)∈

+ 𝜆௨   ൫𝑢ଵ
ଶ + 𝑢ଶ

ଶ ൯
(,)∈

ோ



+ 𝜆   ቀℎଵᇲ
ଶ + ℎଶᇲ

ଶ ቁ
(,)∈

ோᇲ

ᇲ

+ 𝜆௩  ቌ  𝑣ಲ
ଶ +  ൫𝑣ಳ

ଶ + 𝑣ವ
ଶ ൯ +  𝑣

ଶ

∈ி
ᇲశಳ,ವ∈ி∖൫ி

శ⋃ி
ᇲశ൯ಲ∈ி

శ

ቍ

ோ



ቑ 

𝑠. 𝑡. 𝑈ଵ ∈ ℝା
× , 𝑈ଶ ∈ ℝା

× , 𝑉 ∈ ℝା
×

, 𝐻ଵ ∈ ℝା
×ᇲ

, 𝐻ଶ ∈ ℝା
×ᇲ

 𝑎𝑛𝑑 𝑃 = [𝑈ଵ 𝐻ଵ], 𝑄 = [𝑈ଶ 𝐻ଶ]. (10) 

We pay attention on user-item ratings and user preferences to features mentioned in written and 
referred reviews in calculating ranking scores. We agree an assumption in [22, 2] that a user’s decision 
about whether to make a purchase is based on several important product features to the user, and we 
thus use the most cared 𝑘 largest values in row vector 𝑋௨, of user 𝑢. Let 𝐶௨ = {𝑐௨ଵ, 𝑐௨ଶ, ⋯ , 𝑐௨} be the 
set of 𝑘 most cared features, which are actually the column indices of the 𝑘 largest values in row vector 
𝑋௨, of user 𝑢. We then express the aspect of user 𝑢’s preferences to features of item 𝑖 as follows: 

𝑅௨
௧௨

=
∑ 𝑋௨ ⋅ 𝑌∈ೠ

𝑘𝑁
. (11) 

We calculate the ranking score of item 𝑖 for user 𝑢 as follows: 
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𝑅𝑆௨ = 𝛼 ⋅ 𝑅௨
௧௨

+ (1 − 𝛼)𝐴መ௨ (12) 

where 𝛼 is a scaling factor for the trade-off between feature-based scores and direct user-item ratings. 

3.1.2 MTER with Actually Utilized Reviews 

Figure 2 Tensors in MTER. 

 

There are tensors 𝑋 over feature, user, and item, 𝑌 over user, feature, and opinion, and 𝑌ூ  over item, 
feature, and opinion in MTER [19] (Figure 2). 𝑋 is defined like Eq.(5), and the others are defined like 
Eq.(4). The following optimization task is performed in MTER: 

min
, ೆ, 

ฮ𝑋 − 𝑋෨ฮ
ி

+ ฮ𝑌 − 𝑌ฮ
ி

+ ฮ𝑌 ூ − 𝑌ூฮ
ி

− 𝜆   ln 𝜎൫𝑥ො(ାଵ) − 𝑥ො(ାଵ)൯ + 𝜆ி(‖𝑈‖ଶ + ‖𝐼‖ଶ + ‖𝐹‖ଶ + ‖𝑂‖ଶ)

(,)∈
ೞ



ୀଵ

+ 𝜆ீ (‖𝐺ଵ‖ଶ + ‖𝐺ଶ‖ଶ + ‖𝐺ଷ‖ଶ) 

𝑠. 𝑡. 𝑋 = 𝐺ଵ × 𝑈 × 𝐼 × 𝐹෨, 𝑌 = 𝐺ଶ × 𝑈 × 𝐹 ×ௗ 𝑂, 𝑌 ூ = 𝐺ଷ × 𝐼 × 𝐹 ×ௗ 𝑂,  

𝑈 ≥ 0, 𝐼 ≥ 0, 𝐹 ≥ 0, 𝑂 ≥ 0, 𝐺ଵ ≥ 0, 𝐺ଶ ≥ 0, 𝐺ଷ ≥ 0 (13) 

where 𝑋  is a learned tensor with training data, 𝑋෨  is an observed tensor, missing data of 𝑋෨ ’s are 
predicted by Tucker decomposition [7, 5], 𝐷

ௌ is a pairwise order set of user 𝑢, 𝑈 ∈ ℝା
×, 𝐼 ∈ ℝା

×, 
𝐹 ∈ ℝା

×, and 𝑂 ∈ ℝା
×ௗ are non-negative matrices in the latent factor space, 𝐺 ∈ ℝା

×× is a core 
tensor, and 𝐺 × 𝑀 denotes the 𝑛-mode product between tensor 𝐺 and matrix 𝑀. 

To extend data for learning from 𝐷𝑎𝑡𝑎 in Eq.(1) to 𝐷𝑎𝑡𝑎′ in Eq.(3), we express user-feature 
attention difference as follows: 

𝑋௨ಲಳವ
= ൫𝑋௨ಲ

− 𝑋௨ಳ
൯ − ൫𝑋௨

− 𝑋௨ವ
൯. (14) 
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In the framework of MTER, we express the relation between users and features as the average 
value simple. Let I = {𝑖ଵ, 𝑖ଶ, ⋯ , 𝑖} be the set of 𝑛 items/products. Then, we consider the following 
user-feature attention differences: 

𝑋௨ಲಳವ
= ൫𝑋௨ಲ

− 𝑋௨ಳ
൯ − ൫𝑋௨

− 𝑋௨ವ
൯

= ቆ
∑ 𝑔ଵ𝒖𝒊𝒇


ୀଵ

𝑛
−

∑ 𝑔ଵ𝒖𝒊𝒇

ୀଵ

𝑛
ቇ − ቆ

∑ 𝑔ଵ𝒖𝒊𝒇

ୀଵ

𝑛
−

∑ 𝑔ଵ𝒖𝒊𝒇

ୀଵ

𝑛
ቇ. 

  (15) 

As Eq.(9), when user 𝑢 did not write a review but referred to some reviews written by other 
users, Eq.(15) is replaced with the following: 

𝑋௨ಲಳವ
= 𝑋௨

− 𝑋௨ವ
=

∑ 𝑔ଵ𝒖𝒊𝒇

ୀଵ

𝑛
−

∑ 𝑔ଵ𝒖𝒊𝒇

ୀଵ

𝑛
. (16) 

Then, we add this to the optimization task as follows: 

min
,ೆ, 

ฮ𝑋 − 𝑋෨ฮ
ி

+ ฮ𝑌  − 𝑌ฮ
ி

+ ฮ𝑌 ூ − 𝑌ூฮ
ி

− 𝜆   ln 𝜎൫𝑥ො(ାଵ) − 𝑥ො(ାଵ)൯

(,)∈
ೞ



ୀଵ

− 𝜆     ln 𝜎൫𝑋௨ಲಳವ
൯

∈ி
ᇲశಳ,ವ∈ி∖(ி

శ⋃ி
ᇲశ)ಲ∈ி

శ(,)∈

+ 𝜆ி(‖𝑈‖ଶ + ‖𝐼‖ଶ + ‖𝐹‖ଶ + ‖𝑂‖ଶ) + 𝜆ீ (‖𝐺ଵ‖ଶ + ‖𝐺ଶ‖ଶ + ‖𝐺ଷ‖ଶ) 

𝑠. 𝑡. 𝑋 = 𝐺ଵ × 𝑈 × 𝐼 × 𝐹෨, 𝑌 = 𝐺ଶ × 𝑈 × 𝐹 ×ௗ 𝑂, 𝑌 ூ = 𝐺ଷ × 𝐼 × 𝐹 ×ௗ 𝑂,  

𝑈 ≥ 0, 𝐼 ≥ 0, 𝐹 ≥ 0, 𝑂 ≥ 0, 𝐺ଵ ≥ 0, 𝐺ଶ ≥ 0, 𝐺ଷ ≥ 0. (17) 

Similar to the case of EFM, we calculate ranking scores with user preferences to features 

mentioned in written and referred to reviews. Let ቄ𝑠ଵ, 𝑠ଶ, ⋯ , 𝑠ೕ
ቅ be the set of sentiment values of 

item 𝑖’s feature 𝑗 which was mentioned 𝑛 times, then we define the quality of feature 𝑗 of item 𝑖 as 

follows: 

𝑞 = ቐ

0, (𝑖𝑓 𝑖𝑡𝑒𝑚 𝑖 𝑖𝑠 𝑛𝑜𝑡 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑑 𝑜𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑗)
1

1 + 𝑒ି ∑ ௦ೕ

ೕ
సభ

, (𝑒𝑙𝑠𝑒) . (18) 

Let 𝐶௨ = {𝑐௨ଵ, 𝑐௨ଶ, ⋯ , 𝑐௨} be the set of the 𝑘  largest values in tensor 𝑋  for the user-item 
(𝑢, 𝑖) pair, then we express the aspect of user preferences to features as follows: 

𝑅௨
௧௨

=
∑ 𝑋௨ ⋅ 𝑞∈ೠ

𝜋𝑘
(19) 

where 𝜋 is a rescaling parameter. The ranking score of item 𝑖 for user 𝑢 is calculated by Eq.(12) with 
Eq.(19). 
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3.2.  In Cases where Detailed Utilization Histories are Unavailable in Review Data 

Ciao [16] provides detailed utilization of data, that is, who referred to which reviews. Kido et al. [6] 
used the data in evaluating their method of using written and referred reviews in explainable 
recommendation generation and showed that their method can improve existing explainable 
recommendation approaches as regards both recommendation and its explanation qualities. However, 
we cannot assume we can use detailed utilization of reviews generally. In this paper, we do not assume 
that each review does not know who referred to it. 

Instead, we assume that each review knows how many times it is referred to and how many times it 
is rated by users. Such data can be generally available in many review data, such as Amazon and 
TripAdvisor. To infer review utilization, we assume that reviews with high ratings and high referred 
numbers are utilized by all users in our proposal. This does not allow us to reflect personalized interest 
precisely but general interest to recommendation, thereby making use of many reviews as much as 
possible. Note that all we have to do is to perform the optimization tasks of Eqs.(10) and (17) under the 
assumption. 

A problem of the assumption is that every review could have high referred numbers if it has been 
referred to for a long time. We propose putting the following score to each review and use reviews with 
high ratings and high scores in our proposal: 

𝑠𝑐𝑜𝑟𝑒 =
𝑡ℎ𝑒 𝑟𝑒𝑓𝑒𝑟𝑟𝑒𝑑 𝑛𝑢𝑚𝑏𝑒𝑟

ln(𝑠ℎ𝑜𝑤𝑛 𝑝𝑒𝑟𝑖𝑜𝑑𝑠 𝑖𝑛 𝑦𝑒𝑎𝑟𝑠) + 1
. (20) 

Another idea is that we take account of similarities between users based on their reviews. We 
calculate the similarities with using a user-feature matrix (e.g., Eq.(4) in EFM) and users having 0.5 or 
more cosine similarity are supposed to refer to reviews written by them. 

4 Experiments 

4.1. Data 
We collected data of mobile phones and peripheral equipment from Amazon. As in [6], we filtered out 
the users with less than five item reviews and the items with less than two reviews. The statistics of the 
data are shown in Table I. 
 

Table I: Statistics of data 

Amazon data #users #items #reviews 

data collected 27,879 10,429 194,439 

data used 60 598 2,705 

 

4.2. Top-10 Recommendation 
We did top-10 recommendation generation and compared results of 5-cross validation in terms of 
normalized discounted cumulative gain (NDCG) of recommended ranked items. We fixed the number 
of most cared features 25. We denote the idea that we assume top 10% of highly referred reviews are 
referred to by all users as count, and the two additional proposals are denoted as time and time+sim, 
respectively. Figure 3 shows the results where EFM+ and MTER+ denote the enhancements of EFM 
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and MTER by our proposal, respectively. Although the improvements shown in the figure were small 
compared to those shown in [6], we observe that our proposal was able to slightly improve EFM and 
MTER. 

4.3. Explanations 
Based on the results shown in Figure 3, we use time+sim as EFM+ and MTER+ in the following. Table 
II shows explanation examples generated in the experiments. Our proposals generated different 
explanations from EFM and MTER to user A, as shown in the table, while there were cases where there 
was no difference between the original methods and ours, as to user B in the table. In the experiments, 
we used 73 reviews that were supposed to be referred to by user A, while we used only 20 reviews for 
user B case. Also, the item recommended to user A had 39 reviews, while that to user B had 6 reviews 
only. The results indicate that the number of reviews we could use in explainable recommendation 
generation has big effect on generated recommendation explanations. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 Top-10 recommendation results. 
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Table II: Explanation examples 
 

user method explanation 

A 

EFM You might be interested in [camera], on which this product 

performs well. 

EFM+ You might be interested in [battery], on which this product 

performs well. 

MTER Its [performance] is [good] [compare] [enhances]. 

MTER+ Its [capacity] is [extra] [large] [comparable]. 

B 

EFM You might be interested in [sound], on which this product 

performs well. 

EFM+ You might be interested in [sound], on which this product 

performs well. 

MTER Its [speaker] is [great] [clear] [portable]. 

MTER+ Its [speaker] is [great] [clear] [portable]. 
 
The results also indicate that our proposal could give same or better explanations to users, which is 
evaluated quantitatively in the following. We compare the qualities of the methods in quantity in two 
aspects, as in [6]. One is based on the concept of explanation continuity [12]. We generated two sets of 
reviews, one was the whole and the other was removed 1/3 randomly selected reviews from the whole. 
We then supposed them as two nearly equivalent data points in the concept, and got NDCG of top-10 
features. We expect that good explanation generation methods have high NDCG. The other is about the 
quality of feature prediction. This was performed as follows: we did 5-cross validation where we 
generated recommendations and their explanations for test data. We supposed that features used in the 
explanations would have relatively higher rankings in the model constructed in training. We evaluated 
this by comparing the distributions of rankings of features in test data. We fixed the number of most 
cared features 25 as in the previous. 
 

Table III: Explanation continuity in terms of NDCG 
 

EFM EFM+ MTER MTER+ 

0.7927 0.8193 0.8344 0.8452 
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        Table III and Figure 4 show the results of the two aspects, respectively. As shown in them, the 
performances of EFM+ and MTER+ were slightly better than their original methods. If a quite larger 
number of data were available, the amount of improvement could become larger. According to the 
results, we can say that our proposal could improve the performance of explainable recommendation by 
means of making use of reviews, which have not been used for inferring preferences of users who did 
not write the reviews in the existing approaches. 
 

5 Conclusions and Future Work 

In this paper, we focused on a method of making use of both reviews written and those referred to by 
users. The method can be applied to existing explainable recommendation approaches. The 
experimental results indicated that the method could improve the performance of explainable 
recommendation approaches in terms of both recommendation and explanation with using many 
reviews, which have not been used so far for inferring preferences of users who did not write the 
reviews. 

Our current algorithms need long calculation time because our proposal increases the numbers 
and variations of reviews used in generating explainable recommendations. We would like to develop 
fast algorithms for the calculation in the future. We did not consider bad reviews, such as opinion 
spams [13] and deceptive reviews [15] in this paper. We would also like to handle such bad reviews 
in explainable recommendation generation. 

Figure 4 Feature prediction. 
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