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Pervasive computing applications involve the interaction between autonomous entities for performing 
complex tasks and producing knowledge. Autonomous entities can interact to exchange data and knowledge 
to fulfil applications requirements. Intelligent Agents (IAs) ‘activated’ in various devices offer a lot of 
advantages when representing such entities due to their autonomous nature that enables them to perform the 
desired tasks in a distributed way. However, in such open and dynamic environments, IAs should be based 
on an efficient mechanism for trusting unknown entities when exchanging data. The trust level of an entity 
should be automatically calculated based on an efficient methodology. Each entity is uncertain for the 
characteristics and the intentions of the others. Fuzzy Logic (FL) seems to be the appropriate tool for 
handling such kind of uncertainty. In this paper, we present a model for trust calculation under the principles 
of FL. Our scheme takes into consideration the social dimension of trust as well as personal experiences of 
entities before they decide interactions with an IA. The proposed model is a two-level system involving three 
FL sub-systems to calculate (a) the social trust (based on experiences retrieved by the community), (b) the 
individual trust (based on personal experiences) and (c) the final trust. We present our results by evaluating 
the proposed system compared to other models and reveal its significance. 
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1 Introduction  

The rapid evolution of pervasive computing sets new challenges in the research community about the 
development of new services and applications. The combination of wireless technologies (e.g. 
Wireless Sensors Networks) and the Internet accompanied by the respective hardware allows for 
numerous nodes to be interconnected. Pervasive computing involves the adoption of numerous devices 
embedded into everyday objects for supporting intelligent applications. The transition from closed 
networks to interconnected autonomous nodes interacting with their environment and performing 
simple processing tasks should be enhanced by intelligent applications increasing the quality of 
services that end users enjoy.  

Pervasive computing applications usually involve the interaction between autonomous nodes to 
exchange data and knowledge, creating a complex architecture. Such architectures can assist in 
deriving knowledge necessary to support complex services and applications. The automated 
knowledge discovery and data exchange can be realized by Intelligent Agents (IAs) having the form 
of software or hardware components capable of acting autonomously to achieve goals defined by their 
owners. However, IAs should retrieve data and knowledge and rely upon trusted entities (i.e. other 
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IAs) to ensure a reliable data exchange and efficiently support pervasive applications. Usually, IAs 
take into consideration the reputation and trust levels of other Ias to start and conclude an interaction. 
However, the calculation of the trust level of an external entity is a very difficult task.  

Trust management has long been a significant domain in Computer Science and refers to various 
aspects of entities behaviour, in areas such as e-commerce. The meaning of the trust concept varies 
depending on the context [2]. Trust can be seen as the extent to which one entity intends to depend on 
somebody else in a given situation [18]. When focusing on interactions between autonomous entities, 
one can easily detect the uncertainty behind any decision for concluding these interactions. Such an 
uncertainty refers in the intended behaviour that an entity may possibly exhibit rendering it as suitable 
to be trusted or not. For handling this uncertainty, we propose a Fuzzy Logic (FL) based system for 
estimating the trust level of an IA.  

We define an efficient modeling process that seeks to imitate human behavior. IAs aim is to 
interact only with those entities having a high trust value. The system is based on: a) the social aspect 
of trust, b) the individual experiences of each IA and c) their combination. The significance of the 
proposed model is that it combines both social and individual trust values in an efficient way. The 
proposed model employs a distributed approach as IAs can calculate the trust level in an autonomous 
manner. The proposed model extends previous research in two aspects: (i) We do not deal with binary 
ratings or specific values like in Ebay (-1, 0 or 1) [12], [24]. Binary ratings are considered insufficient 
to capture various degrees of judgment [1]; (ii) In previous models [12], [13], [15], trust is based only 
on one value, the final rate, i.e. the final trust value. In the proposed model, trust is defined and 
estimated by a number of parameters, thus every referrer rates the examinee for these parameters.  

The remainder of this paper is organized as follows: Section 2 reports prior work while Section 3 gives 
the necessary description of our scenario. Section 4 is devoted to the description of our model 
analyzing its three sub-systems for calculating the social, the individual and the final trust. In Section 
5, we discuss our results while Section 6 concludes our paper. 

2 Related Work  

The authors in [7] define the notion of trust and describe simple models for trust calculation. Trust can 
have a cognitive and a mathematical aspect, which involve the underlying beliefs concerning trust as 
well as equations for trust extraction. The Fire system is described in [10], a trust and reputation model 
integrating various information sources to calculate IA performance, based on interaction trust, role-
based trust, witness reputation and certified reputation. In [14], the authors provide a detailed overview 
of reputation and trust models highlighting their importance to open environments. A categorization 
of trust is presented in [20]. Decentralized and centralized trust is reviewed in [24], presenting a model 
with Bayesian networks combining different trust aspects, applied for a file sharing peer-to-peer 
application. 

In [1] a trust establishment model is described going beyond trust evaluation to outline actions to 
guide trusters. The model relies on a multicriteria approach for measuring and analysing trusters needs 
and evaluates the satisfaction level of trusters based on their values and expressed preferences. The 
authors of [2] propose a framework for trust calculation based on the assumption that the more values 
agents share, the more they should trust one another. The model relies on agents’ past behavior to 
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conclude the final trust taking into account if agents trust cautiously or boldly, and if they depend on 
others in carrying out a task. According to [26], IAs from the same system should be evaluated 
differently from agents in different multi-agent systems. The trust level is affected by the platform 
they are activated in. In [6] a model of trust that incorporates competence and integrity is proposed. 
The threshold for trustworthiness in a particular context is viewed as a function of agents’ relationship 
with the truster and potential impacts of decisions. In [5], the human-agent collaboration is studied 
with current approaches to measure trust and how they can be inadequate in a real time setting, critical 
to know the user’s trust in the agent.  

FL has been widely used for evaluating trust. An FL based system for trust and reputation 
calculation is presented in [2], which is actually a Fuzzy extension of the Beta reputation model in 
[12]. Two fuzzy subsets are proposed, namely ‘satisfied’ and ‘unsatisfied’. Based on the combination 
of the two fuzzy sets, the authors present mathematical formulations for calculating the agreement 
level between two partners. In [8], trust calculation between cooperative IAs is studied. FL is used for 
representing trust, allowing IAs to handle uncertainty. The authors present a mechanism for agents to 
make use of distrust. Distrust has not only a negative meaning, the opposite of trust, but represents the 
belief that an IA will act against the goals of another. Membership functions and the FL rule base are 
studied. In [9] a proposed model for trust calculation based on FL is presented, taking into 
consideration different trust sources aiming to minimize wrong evaluations. The final trust is based on 
a weighted fuzzy calculation. In [15], a comparison between fuzzy aggregation models and existing 
methods for trust evaluation is presented. FL is used to build the final trust level based on a number of 
values that should be aggregated. The results show superiority of the proposed FL algorithm. The 
adaptation of a bio-inspired trust model to deal with linguistic fuzzy labels seems to be more efficient 
and closer to the human way of thinking [17]. Linguistic fuzzy sets represent the satisfaction level of 
a client. The model calculates the final trust value in five steps.  

In [19], the authors describe a model that attempts to identify the information customers expect to 
find on vendors websites in order to increase their trust and, thus, the likelihood of a successful 
transaction. Fuzzy reasoning can handle imprecise data and uncertainty when measuring the trust index 
of each vendor. Trust for mobile IAs is studied in [22]. Customers can collect feedback using IAs and, 
thus, build trust. Once a customer performs a transaction with a provider the feedback is received and, 
thus, can be taken into consideration in the trust calculation. 

A reputation-based model for trust management in a semantic P2P Grid is proposed in [11], using 
fuzzy theory for computing peer trust level. The research work combines FL and a reputation model 
in a reputation collection and computation system, to infer trust. Based on network structure and 
storage of reputation information, semantic is used a fuzzy parameter for clustering the grid 
environment, aiming to increase peer trust. In [23] the authors present a model for reputation-based 
trust, incorporating FL. They extend their previous work on reputation-based trust with the 
introduction of fuzzy subsystems for estimating importance of transaction, the decision to trust and 
the interaction result.  

3 Preliminaries  

3.1 Trust 
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Trust is a key concept in various contexts, including transactions between IAs. In order to interact with 
their peers, IAs should be able to rely on an efficient mechanism enabling the estimation of trust of 
other entities. Hence, trust can be seen as part of a directional relationship of unknown entities that try 
to interact in order to exchange data and services. This term is presented in [21], discerning hard and 
soft security mechanisms. Hard tools are authentication or cryptography while soft tools involve social 
control issues (i.e. trust and reputation). In the relevant literature, the term ‘trust’ could be met with a 
variety of meanings. It is important to separate trust into one's ability to propose to another called a 
referral trust and the real trust known as a functional trust. Based on [8] trust can be defined as: 

Trust (T) represents an agent’s individual assessment of the reliability of another to accomplish 
a task 

Trust can be interpreted as an entity’s credibility regardless of any actual commitment which may 
indicate a subjective judgment that a entity A expects that another entity B will complete a specific 
action on which A’s interest depends. Hence, trust is primarily defined as the trustor’s assessment of 
the trustee’s credibility (for instance, expressed in a probabilistic manner) in the context of trustee 
dependence. Trust is a complex, dynamic and context-specific phenomenon, largely based on beliefs 
that an entity has for another [18]. Such beliefs are largely subjective and of unclear origin. This means 
that an IA may be reliable only for a set of IAs and not for all of them. The level of trust is also 
dependent on the context. For example, an IA may be trustworthy for providing information but not 
for selling products. Furthermore, trust is dynamic. An IA may consider another entity as reliable in a 
specific time point but its opinion may change by the behaviour of the target entity. In general, trust 
can be considered as a function of the following parameters: the beliefs of the examiner, the reputation 
of the examinee, previous trust values and the context.  

3.2 Reputation 

Reputation is a concept representing a belief which has a social aspect and has been the topic of study 
in various fields, including IA systems, in conjunction with trust. Mainly, reputation reflects the 
opinion that the society has for a specific entity. Reputation can be seen as an overall measure of and 
entity’s reliability based on recommendations or ratings from other members of a group. This means 
that the measure of trust for each entity active in a system can be reported in combination with the 
existing recommendations for the specific entity and past individual experiences. In order to avoid 
loops, it is necessary that recommendations are based on ‘one hop’ experiences only. In any case, 
reputation can characterize a group or an individual entity. The reputation of a group can, for instance, 
be modelled as the mean of the reputation values of all group members or as the way the whole group 
is perceived by other groups in the community. Every entity in the group may inherit an a priori 
reputation degree based on the reputation of the group. Based on [8] reputation can be defined as 
follows: 

Reputation (R) is a social concept corresponding to a group assessment of the reliability of an 
entity to accomplish a task 

The concepts of reputation and trust are closely related but different. The main differences 
between trust and reputation are: (a) Usually, trust is a score that reflects the subjective view of an 
entity for another entity whereas reputation is a score that reflects the view of the community for an 
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entity; (b) In trust systems, the transitivity aspect is considered explicitly, while in reputation systems, 
it is seen implicitly [25]. 

In our case, the key issue is the trust’s dynamic nature. Trust evolves over time as entities 
cooperate with others. For this reason, it is critical to define a trust update process. Especially, in open 
environments like those in pervasive computing applications, where goals, beliefs and intentions of 
each IA change continually, there is a need for dynamic adaptation of trust. For this purpose, we utilize 
FL for handling such kind of uncertainty. In FL models trust and reputation are described with 
linguistic fuzzy values. Fuzzy inference is adopted in order to determine trust. Personal experience 
typically carries more weight than second-hand trust referrals or reputation, but in the absence of 
personal experience, trust often has to be based on referrals from others.  

3.3 Referrals  

Trust estimation can depend on referrals made by the society members for an entity based on their 
interactions with it. Based on [12], referral can be defined as:  

Referral is the individual assessment of a third entity for the trust level of another 

Apart from their own experience with an entity or in the lack of interaction history with it, IAs 
can be based on other IAs assessments to determine an entity’s trust level. Usually, there is a central 
authority responsible for handling referrals. Every IA that wants to calculate the trust level of an entity 
relies on this authority and retrieves referrals for the entity, with which the IA can calculate the social 
trust value that reflects the society’s opinion for the specific entity.  

In our case, a key issue is trust’s dynamic nature. Trust evolves over time as entities cooperate with 
others. Thus, it is critical to define a trust update process. Especially, in open environments like those 
in pervasive computing, where goals, beliefs and intentions of IAs continually change, there is a need 
for dynamic adaptation of trust. For this purpose, we use FL for handling this uncertainty. In FL models 
trust and reputation are described with linguistic fuzzy values. Fuzzy inference is adopted to determine 
trust. Personal experience typically has more weight than second-hand trust referrals or reputation, but 
in absence of personal experience, trust often has to be based on referrals from others [12]. 

4 The Fuzzy Trust Model  

4.1 High Level Architecture  

The proposed system assumes an environment where multiple entities may interact to perform some 
actions according to a pre-defined plan. These actions may also require to realize interactions with other 
entities active in the group. For instance, if we focus on an electronic market, we can easily discern the 
required interactions between buyers and sellers before a purchase is concluded. Other examples involve 
the tasks or data sharing between entities when acting in environments like the Internet of Things (IoT). 
Every entity in the system has a reputation which is calculated upon past behavior and the performed 
interactions in the community. We also consider a central authority responsible to manage the storage 
and access on the provided referrals. This central authority holds all the necessary data regarding the 
realized interactions that take place within the community and data related to the reputation of each 
entity. Additionally, every entity keeps locally a knowledge base to manage past individual interactions 
and their outcome. The evaluation of the outcome of an interaction is considered a social as well as an 
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individual element as it refers not only on the ‘personal’ experience and opinion of an entity but an 
indication for the remaining entities in the group. We have to notice that an evaluation may be different 
if it is for individual or it is extracted by the community.  

Trust can be calculated by multiple parameters depicting the behavior of an entity. Our model 
focuses on detecting if an entity can offer timely a specific service with a desirable quality. The reason 
is that we want to have IAs collaborating to support pervasive computing applications, thus, we want to 
have real time quality responses. We propose that the trust value is calculated based on two aspects (a) 
the quality of the offered data/service; (b) the time required for other IAs to produce a response to IA’s 
requests. These parameters can be easily extended by many more. Referrals concern realizations of the 
aforementioned parameters and represent the experience of IAs retrieved by interactions with the 
specific IA that offers the data/service. Simultaneously, IAs store information about the reputation of 
others and use each referral in combination with the reputation of the referrer. The aim is to be protected 
by entities that provide false referrals. For instance, if a referral is made by an IA with high reputation, 
it can affect the final social trust much more than a referral made by an entity with a low reputation. 
Every referral consists of two values in [-1,1], one for each attribute (quality, communication). We 
consider that each entity after completing an interaction with another entity performs a rating for each 
parameter of the interaction as exposed above storing it in a central repository.  All entities have access 
to this repository of referrals when desired. Every referral is time stamped, thus, the temporal aspect in 
the management of the outcome of interactions is secured. Obviously, the older the referral, the less it 
contributes to the overall degree of trust as we incorporate a mechanism for minimizing the effect of old 
referrals in the final result.  

The proposed system has three sub-systems (Fig 1) calculating respectively: (a) the social trust 
value, based on referrals by others; (b) the individual trust value, based on IA’s personal experiences 
and (c) the weights for the social and the individual trust values to have the final one. 

 

 
Fig 1. The proposed system 

4.2 The Social Trust Subsystem 

We provide a FL scheme for the social aspect of trust. An IA completing an interaction with another 
grades it for the two major system parameters: quality and speed of interaction. Each parameter is graded 
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with a real number in [-1,1]. Each referral has a timestamp and is stored by a central authority so as to 
be available to all entities. The degree to which a referral contributes to social trust is inversely 
proportional to the age of the referral. The older the referral, the less it contributes to the final social 
trust. Each referral has an expiration point, over which it is no longer taken into account. Another factor 
that influences social trust is the referrer reputation. Every IA is characterized by a degree of reputation, 
represented by a real number in [0,1]. The degree to which a referral contributes to social trust is 
proportional to the reputation of the referrer. Referrals coming from IAs with a high reputation (close to 
1) affect social trust more. We propose an FL model with referrals as inputs and social trust as the output. 
If no referrals are available for an IA, social trust is set equal to 0 (a neutral value).  

The social trust value is calculated by  

 ST =
∑ ( ⋅ ⋅ )

 (1) 

where 
isST is the social trust si, and n is the number of referrals made by community members for si. Tj 

is the weight of each referral according to its age, defined as  

 T = max(1 − e
max

sm ,0)  (2) 

where dj is the difference of days between the referral timestamp and the time that the IA calculates the 
trust, dmax is a maximum value (in days) and sm is a ‘smoothing’ factor. sm affects the strategy that the 
IA follows for realizing the weight of the referral. The higher the sm is, the more ‘strict’ the IA becomes. 
When sm is high, even for a low dj (i.e., the referral is recent), Tj is very low (close to 0) and the referral 
has limited contribution to the final value. Moreover, over the dmax, a referral is characterized as obsolete 
and Tj is 0, i.e. it does not contribute to the calculation process. Parameter R refers to the reputation of 
the entity making the referral and is defined as  

 R = (a ⋅ e + (1 − a) ⋅
∑

)  (3) 

The reputation of the referrer is calculated from the opinion of the IA about the referrer and the reputation 
of the other IAs making referrals about the referrer. We consider that there is a mechanism handling 
reputation values, which is beyond the scope of this paper. Parameter em is a number in [0,1] representing 
the personal experience of the IA with the entity making the referral (m is the index of the specific 
entity). The em is based on ratings that the IA gives to any entity having an interaction with. The closer 
to 1 the em is, the more the IA trusts the entity making the referral. Parameter a is constant (defined by 
the developer) and represents the weight of parameter em,, i.e., the weight of the IA’s opinion. The right 
part of the sum in the above equation refers to the reputation of the referrer as a percentage of the sum 
of the reputation values of all the entities that made referrals for the specific IA (E is the number of 
entities making referrals for the referrer). We involve in the calculation process the opinion of the IA 
community for the entity. The higher the number of entities, the lower this factor becomes, even for 
large reputation values. With parameter a, the IA increases or decreases the weight of her opinion or that 
of the community. If a=1 the referrer reputation is based only on the IA’s experience with it while if a=0 
the reputation is based only on the community opinion. Last, parameter F is the result of the FL sub-
system, defined as  

 F =
∑ μ ( )⋅

∑ μ ( )
  (4) 
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The fuzzification process involves triangular membership functions (μm(uk)) applied for the two input 
variables, i.e. the IA’s individual opinion and the community’s opinion about the referrer. Each 
membership variable takes values in [-1,1] for inputs and the output. Crisp input values are fuzzified 
through the proposed membership functions and transformed into values in [0,1]. The output is the social 
trust value. The linguistic representation of the discussed parameters is Low, Medium and High. The 
final result is retrieved by the defuzzification process. The degrees of membership of inputs are 
combined to get the degree of membership of the output variable. For the defuzzification phase, we 
adopt the Center of Gravity (CoG) method [4]. Finally, it should be noted that fuzzy sets and membership 
functions are defined by experts. 

4.3 The Individual Trust Sub-System 

In this sub-system, every entity has the ability to use individual experiences to combine them with the 
knowledge it acquires from the rest entities active in the community. Recall that entities are able to keep 
locally the historical interactions with other entities as well as the outcome of these interactions. The 
calculation of the individual trust follows a similar methodology to that of the social trust. The difference 
lies in the fact that the weight factor concerning the individual experience of the entity making the 
evaluation is missing. This is natural since in this case the individual history of the entity is used for each 
of the parameters of the interactions (quality, communication). The individual trust is calculated as  

 IT =
∑ ( ⋅ )

  (5) 

where IT  represents individual trust for IA si, Tj and F are the weight and the fuzzy value respectively 

of IA’s opinion for si for each past interaction, as defined above. In fact, F is the result of the FL 
individual trust sub-system. Parameter n indicates the number of past transactions with the specific IA. 
If no past experiences are present, then the individual trust value is set to 0 (a neutral value). As in the 
social trust sub-system, we use triangular membership functions for inputs and output in the interval [-
1,1]. The linguistic values of them are Low, Medium and High. The fuzzification and defuzzification 
processes are as in the social trust sub-system while membership functions and fuzzy rules are defined 
by experts. 

4.4 The Final Trust Calculation 

The IA, after the calculation of social and individual trust, adopts a weighted sum for the final trust 
value, using a FL system for the extraction of the weight for social trust. Figure 2 shows the architecture 
of the system. In this rationale, the final trust is calculated as  

 T = w ⋅ ST + (1 − w ) ⋅ IT  (6) 

where 
isT is the final trust for si, ST represents the social trust of si, 

isIT represents the individual trust 

and ws is the weight for the social trust calculated by the proposed FL sub-system. The input variables 
for the third FL sub-system are (i) the total number of social referrals made for the specific entity (SR), 
(ii) the total number of individual past transactions with the specific entity (IR) and (iii) an error value 
(er). The error is calculated as  

 er = ST − IT   (7) 

and gets values in [-2,2]. The output variable of the FL final trust sub-system is the social trust weight 
(ws). In this FL sub-system, we also adopt triangular membership functions for inputs and output and 
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the linguistic values for them are Low, Medium and High. Table 1 presents the FL rule base for the social 
weight definition. Membership functions and fuzzy rules are defined by experts while fuzzification and 
defuzzification are applied as in the previous sub-systems.  

 

 
Figure 2. The architecture of the sub-system for the final trust value extraction. 

 
Table 1. FL rule base for final trust calculation. 

SR IR er ws 
Low Any value Any value Low 

Any value Low Any value High 
High Any value Low High 
High Any value Medium Medium 
Low Any value Medium Low 

Any value High High Low 
Medium or High Medium High Medium 

5 Experimental Evaluation  

We evaluate our system with a comparative assessment with another trust calculation model based on 
[16]. We adopt the Root Means Square Error (RMSE), defined as  

 RMSE =
∑ ( )

  (8) 

where yi and 𝑦  are the actual and estimated value, respectively. We insert 100 referrals for 20 entities 
into our system and consider that 50 IAs participate in a pervasive computing application. Referrals for 
speed and quality of interaction are randomly generated in [-1,1]. We run the system and take the final 
trust value 𝑦  for each of the 20 entities. Then, we consider deception values for every referral. Deception 
values are updates in true values, negative and positive. Negative deception is realized by adding -0.1, -
0.2, -0.3, -0.4, and -0.5 to normal referrals. Positive deception is calculated by adding 0.1, 0.2, 0.3, 0.4, 
and 0.5 to normal referrals. When we apply a deception value, we retrieve the final trust (yi) from the 
system and calculate the error. 

Fig. 3 and Fig. 4 show our results for negative and positive deception. In these plots, we use 
dmax{50, 100} (days) and see how the parameter affects RMSE value. When dmax=100 results are 
similar to [16]. However, when dmax=50 our results outperform results in [16]. For example, for 
deception of -0.1 our system gives RMSE=2.6% while in [16] the result is over 3% for the EFL model 
and over 4% for the EWL model (approximately). For deception of 0.1 the results are 2.93% and over 
3% (EFL model) and -4% (EWL model) respectively. For deception values of -0.5 and 0.5, the results 
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are 9.71%, 9.83% for our system and close to 15% (EFL model) and -19% (EWL model) for the system 
presented in [16].  

 

Fig. 3. RMSE for negative deception values. 

 
Fig. 4. RMSE for positive deception values. 

 
Finally, Table 2 presents our results for parameter ΔT. ΔT shows how dmax affects RMSE value. ΔT 

is given by Δ = ⋅ 100%, where TF and TS are the trust value calculated with dmax = 50 and dmax 

= 100 days respectively. We see that a high dmax lead to a high RMSE. This means that the fluctuation 
of referrals age negatively affects the trust value and RMSE. When dmax is low, the IA takes into account 
only ‘fresh’ referrals, thus, it is less affected by possible deceptions.  

 
Table 2. ΔΤ results for negative and positive deception values. 

Deception Value ΔΤ Deception Value ΔΤ 

-0.5 71.27% 0.1 34.47% 

-0.4 78.31% 0.2 45.10% 

-0.3 56.95% 0.3 65.57% 

-0.2 91.98% 0.4 67.59% 

-0.1 86.92% 0.5 91.35% 
 

        We perform an additional set of experiments where experts have defined the most trusted ‘target 
entity’ for a number of entities participating in the community. In this case, the proposed system should 
correctly identify the same trusted entity. Experts are a group of people who define the trust value for 
each examined entity. We consider 4 entities (e1, e2, e3, e4) that make referrals for 3 ‘target entities’ (s1, 
s2, s3). These four entities are advised by entity A in order to finalize its behavior concerning the final 
opinion about the ‘target entities’. Table 3 describes the reputation of the entities making referrals for 
‘target entities’ and Table 4 presents the individual experience of A with each of the entities making 
referrals. In these Tables, values close to zero describe untrusted entities or the absence of experiences 
while values close to 1 describe trusted entities. 

 
Table 3. Entities’ reputation level.  
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Entity Reputation Value 
e1 0.40 
e2 0.40 
e3 1.00 
e4 0.70 

 

Table 4. Individual experience of the buyer with the discussed entities. 

Entity Individual experience 

e1 0.00 
e2 0.30 
e3 0.50 
e4 0.90 

 

In Table 5, we can see the social referrals made by these entities for our experimental scenario. For 
example, referral 1 relates to the referral made by e1 for s1 for the parameters described above. The 
specific referral shows that entity e1 was satisfied by the quality of interaction with s1 as well as by their 
communication (the provided values are close to 1). Moreover, the parameter D is equal to 3, which 
means that the referral was made 3 days ago. However, from Table 3, we can see that entity e1 has not a 
high reputation in the community. Table 6 presents individual experiences with the discussed ‘target 
entities’. From Table 6, we can see that the entity A is satisfied by s1 compared to the remaining entities 
(parameters values are close to 1). In our experiments, we consider that dmax is equal to 20 days. This 
means that referrals older than 20 days do not affect the trust calculation process. From Tables 3, 4, 5 
and 6, experts agree that the most trusted ‘target entity’ is s1. The reason is that s1 has good referrals 
from entities participating in the community (from e3 which has high reputation and A has an experience 
with it equal to 0.5) and from individual experience (first row of Table 6) compared to the rest.  

The described referrals are fed into our system and the calculated final trust value is used to find the 
most trusted ‘target entity’. In our experiments, we focus on the parameter α adopted to conclude R (see 
above in the section where the social trust calculation is discussed). Parameter α is very important as it 
affects the weight of the individual experience of A with the entity making a referral. The greater α is 
the more weight A assigns to the opinion of the entity making the referral. For example, if α =0.6 it 
means that the individual experience of A with an entity making a referral affects 60% of the final 
reputation value of the entity (the rest 40% is devoted to the opinion of the society – reputation defined 
by other members of the community). We examine  three cases concerning the value of parameter α: 

 Case 1: we take α=0.0 when individual experience is below 0.3, α=0.4 when individual experience 
is in the interval [0.3, 0.8) and α=0.6 when individual experience is in the interval [0.8, 1].  

 Case 2: we take α=0.0 when individual experience is below 0.5 and α=0.6 when individual 
experience is above or equal to 0.5. This means that A pays no attention in the opinion of entities 
with which he/she has limited individual experience (value below 0.5).  

 Case 3: we take α=0.0 when individual experience is below 0.3, α=0.4 when individual experience 
is in the interval [0.3, 0.5) and α=0.6 when individual experience is in the interval [0.5, 1]. 
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Table 5. Social referrals for the first experimental scenarioa. 

Referral Entity 
Target 
Entity 

Q C 
D 

(in days) 
1 e1 s1 0.80 0.80 3 
2 e2 s1 0.90 0.70 5 
3 e3 s1 0.40 0.80 10 
4 e4 s2 - 0.30 0.60 9 
5 e2 s2 0.40 - 0.70 2 
6 e1 s3 0.70 0.50 4 

 

Table 6. Individual referrals for the first experimental scenario. 

Target 
Entity 

Q C 
D 

(in days) 
s1 0.90 0.70 1 
s2 -0.80 0.50 6 
s3 0.20 - 0.20 10 

 

Tables 7, 8 and 9 present our results for Cases 1, 2 and 3. As we can see, in all cases the ‘target entity’ 
s1 is more trusted for A than others. In the first case, the s1 has a final trust value equal to 0.44 while in 
the other cases the final score is 0.37 and 0.61, respectively. From these results, we can see that the 
proposed system agrees with the opinion of experts about the most trusted ‘target entity’.   

 
Table 7. Results for Case 1. 

Target 
Entity 

Social 
Trust 

Individual 
Trust 

ws Final Trust  

s1 0.16 0.62 0.40 0.44 
s2 -0.08 0.08 0.42 0.01 
s3 0.50 0.03 0.52 0.27 

 

Table 8. Results for Case 2. 

Target 
Entity 

Social 
Trust 

Individual 
Trust 

ws 
Final 
Trust  

s1 0.12 0.55 0.40 0.37 
s2 -0.04 0.06 0.42 0.01 
s3 0.41 0.02 0.52 0.22 

 

Table 9. Results for Case 3. 

Target 
Entity 

Social 
Trust 

Individual 
Trust 

ws 
Final 
Trust  

s1 0.03 036 0.39 0.61 
s2 0.03 0.01 0.41 0.59 
s3 0.19 0.00 0.50 0.50 

 

In Table 10, we can see results related to the Case 1, however, we utilize the parameter dmax to be equal 
to 10 days. In this case, s1 has the greatest trust value compared to the rest. It is worth noting that the 

 
a Q: quality, C: communication, D: days from the date of the referral 
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presented trust values are smaller than in cases where dmax is equal to 20. Increasing the value of dmax 
means that more referrals are taken into account, thus, they affect more the final result.  

 
Table 10. Results for Case 1 when dmax=10. 

Target 
Entity 

Social 
Trust 

Individual 
Trust 

ws 
Final 
Trust  

s1 0.04 0.30 0.39 0.25 
s2 0.02 0.03 0.41 0.02 
s3 0.26 0.00 0.50 0.13 

 

6. Conclusions and Future Work 

This paper studies trust estimation for entities in pervasive computing applications. In such cases, IAs 
need an efficient mechanism for calculation of other IAs trust. We propose a FL system comprising 
three subsystems. The two subsystems determine the trust level of an entity based on referrals or on 
IA’s individual experiences. The third subsystem results weights for each trust category (social, 
individual). We present the architecture of each sub-system and provide the mathematical formulations 
for trust calculation. We compare our system with models in literature and provide results. 
Experiments show that the system outperforms others for specific values of the parameters. We allege 
that IAs should pay attention on recent referrals in order to have an efficient mechanism for calculating 
trust levels of other entities. The model could be used in pervasive computing applications in several 
domains involving exchanges among entities interacting based on reputation and trust. 
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