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Over the past years, Machine Learning has been applied to an increasing number of problems across 
numerous industries. However, the steady rise in the application of Machine Learning has not come 
without challenges since companies often lack the expertise or infrastructure to build their own Machine 
Learning systems. These challenges led to the emergence of a new paradigm, called Machine Learning as 
a Service. Scientific literature has mainly analyzed this topic in the context of platform solutions that 
provide ready-to-use environments for companies. We recently have developed a platform-independent 
approach and labeled it Machine Learning Services. The aim of the present study is to identify and 
evaluate challenges and opportunities in the application of Machine Learning Services. To do so, we 
conducted a Delphi Study with a panel of machine learning experts. The study consisted of three rounds 
and was structured according to the five steps of the Data Science Lifecycle. A variety of challenges from 
the areas “Communication”, “Environment”, “Approach”, “Data”, “Retraining, Testing, Monitoring and 
Updating”, “Model Training and Evaluation” were identified. Subsequently, the challenges revealed by the 
Delphi Study were compared with previous work on Machine Learning as a Service, which resulted from a 
structured literature review. The identified areas serve as possible future research fields and give further 
implications for practice. Alleviating communication issues and assessing the business IT infrastructure 
prior to the machine learning project are among the key findings of our study. 
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1 Introduction  

In his pioneering work “Computing Machinery and Intelligence”, Alan Turing first introduced the term 
and idea of a learning machine, i.e., a machine, that can change its internal rules of operation based on 



 

 

2      Revealing Challenges within the Application of Machine Learning Services – A Delphi Study

 

its input [56]. Based on this, several other important approaches and enhancements were developed, 
such as neural networks [9], perceptrons [43], backpropagation [25, 45], reinforcement learning [54] 
and many others, which have led to even more scientific breakthroughs – most recently to a deep 
learning algorithm solving the problem of protein folding [49]. Due to advances in computing power 
[3], an increase in generated and available data, and overall connectivity [19], machine learning (ML) 
is now applied to a wide range of problems in a variety of industries. Additionally, the ability to store 
large amounts of data and access them from every location with an internet connection, has been 
greatly enhanced by developments in cloud computing. These developments enable the creation of 
new, usage-based business models through which companies can increase their efficiency and cost 
effectiveness [31]. Machine Learning as a Service (MLaaS) is such a model, that allows leveraging the 
technology for companies, that lack the computational and knowledge resources to develop their own 
solutions [42]. Without the as a Service-model, ML is typically applied in a project setting aimed at 
solving a specific problem. In a typical ML project different actors and stakeholders from different 
departments need to collaborate in diverse project steps such as data understanding, modeling, 
deployment, and so on [29]. While, in traditional programming where answers are derived from rules 
and data, the paradigm is different for machine learning. Here, the rules are derived from answers and 
data. With its increased application, new obstacles can be noticed that hinder the full utilization of the 
technology. Collaborations between different actors from different departments and the programming 
paradigm change combined with emerging technologies, lead to new challenges and opportunities in 
machine learning projects. To address the problem, this study aims to identify these challenges and 
opportunities by conducting a Delphi study among machine learning experts in various roles from 
different industries. Based on the identified challenges, new areas of research will be proposed. Our 
results can further enable businesses to prepare themselves better for the application of machine 
learning by highlighting the challenges that need to be overcome. 

The paper at hand represents an extended version of [33], where we have conducted a systematic 
literature review on the topic of MLaaS. Section 2 briefly recaps the most important insights from that 
literature review. In Section 3, the methodology of the present study is described. The results obtained 
through the Delphi Study are presented and interpreted according to the steps of the data science 
lifecycle in Section 4. A discussion of the results follows in section 5. Finally, section 6 concludes our 
work with ideas for future research and the limitations of our study. 

2 Theoretical Background of MLaaS and Machine Learning Services 

The following section elaborates on selected theoretical constructs and elements that are relevant in the 
context of the present study, and that support the understanding of identified challenges in that field. A 
more detailed elaboration can be found in a prior contribution on the topic of Machine Learning as a 
Service [33]. First, two machine learning lifecycles are discussed. Next, we summarize the most 
important findings of the contributions on MLaaS, which we identified during our previously 
conducted systematic literature review. As a result, we were able to group the selected literature into 
four key concepts, i.e., Platform, Applications, Performance Enhancements and Challenges.  
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2.1 Machine Learning Lifecycles 

This subsection presents two lifecycle models for ML projects. The lifecycles are process models 
that provide standards for carrying out projects and are useful for planning, communication, and 
documentation [60]. We elaborate on the first widely accepted data-science-related lifecycles, i.e. 
CRISP-Data Mining Lifecycle, and a further extended model, i.e. Team Data Science Lifecycle. 

2.1.1 CRISP Data Mining Lifecycle. In 1999 the CRISP-DM, which stands for Cross-Industry 
Standard Process for Data Mining was published. It serves as both, a methodology covering 
descriptions of the project phases, tasks and the relationships between the tasks, and a process model 
providing a visualized overview of the Data Mining life cycle. The model is structured into six 
phases: Business Understanding, Data Understanding, Data Preparation, Modeling, Evaluation and 
Deployment [60]. Data Mining is known as the process in which algorithms are applied to identify 
patterns and relationships in large sets of data to extract previously unknow knowledge [61]. It is a 
subset of data science and can utilize ML methods as well. That is why the CRISP DM represents a 
predecessor of the data science lifecycle.  

2.1.2 Team Data Science Lifecycle. The Team Data Science Lifecycle (TDSL) is an extension of 
the CRISP-DM lifecycle. It has been designed by Microsoft for data science projects, which deploy 
ML or AI models as part of intelligent applications [29]. An overview of TDSL is shown in figure 1. 
Compared to the CRISP-DM, Data Understanding and Data Preparation are combined into one step 
and Evaluation becomes part of the Modeling step. Furthermore, it adds the Customer Acceptance 
step after the Deployment phase. The TDSL is of importance for this work because it can be used to 
visualize the difference between our definition of MLaaS and the platform setting, which is 
commonly employed by the majority of the MLaaS research. The platform setting of MLaaS will be 
discussed in subsection 2.2.1, while an adapted definition is introduced in subsection 2.2.2. In 
addition, the TDSL is used to structure the questionnaire as well as the results of our study. 

 

Figure 1 Team Data Science Lifecycle (adapted from [29]). 
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2.2 Machine Learning as Service 

In our previously conducted systematic literature review [33], we identified 30 contributions on the 
topic of MLaaS, which we grouped into the four concepts Platform, Applications, Performance 
Enhancements and Challenges. The respective 30 contributions of our systematic literature research 
are marked with an asterisk (*) in the references. In the following subsection, we summarize the most 
important insights for each of the concepts.  

2.2.1 Machine Learning as Service Platform. Our literature review found only limited prior work 
focussing on MLaaS. More than half of the 30 identified publications haven been published in 2019 or 
later. The term was first mentioned in scientific literature in 2016 by Ribeiro et al. [42]. The authors 
presented an architectural design for a MLaaS platform. Their goal was to give small companies, 
developers, and researchers, who lack the resources for their own ML solutions, access to a practical 
MLaaS platform which can be used easily. Their presented architecture focused on predictive 
modeling and is scalable, flexible and can support different data sources. It can further create different 
models with various algorithms and parameters. In the following years, several authors describe the 
utilization of specific MLaaS platforms that enable the sharing, versioning and validating of ML 
models. Zhang et al. [65] present DataLab, a system that manages the big data analytical workflow. It 
allows revision of code and data within one system and further comprises a code execution engine. In 
2019 Zhao et al. [66] presented Acumos, a platform that enables the sharing of ML models by dividing 
them into microservices. Rao et al. [39] developed Bodhisattva, a containerized Platform as a Service 
(PaaS) System, which gives users the opportunity to develop, improve and deploy ML models with 
ease. Through their platform, they achieve faster time-to-market, model-reusability, scalability, 
availability, and security. Rao et al. [39] justify the need for MLaaS platforms by a lack of expertise 
within businesses and a gap between demand and availability of ML software solutions. An important 
player in this platform setting are cloud providers. Yousif [64] states that the major cloud providers are 
enhancing their products with functionalities that enable users to perform cognitive tasks such as ML 
projects. The cloud providers are obviously a good fit for MLaaS platforms since they already control 
the vast volumes of data. Furthermore, they already provide the vast computational power, that is 
needed for complex ML tasks [64]. Yao et al. [63] compared multiple MLaaS platforms to evaluate 
their effectiveness regarding user control and performance. The authors further analysed if higher 
control leads to higher quality models and identified a strong correlation between system complexity 
and optimized classification performance. Optimized classification performance means, that out of all 
possible combinations of the controls, the best performing one is chosen [63].  

Overall, our research identified the need for a clearer definition for MLaaS. Within the platform 
setting, MLaaS-Platforms (MLaaSP) provide the ability to build, train and deploy ML models in a 
single toolset. This service should therefore be called MLaaSP. This definition was developed by 
combining our analysis of the MLaaS platforms within the scientific literature, such as Ribeiro et al. 
[42], Zhang et al. [65], Rao et al. [39], Zhao et al. [66], with an analysis of the capabilities of seven 
widely used MLaaS platforms. The selected platforms are AWS Sagemaker, Azure Machine Learning, 
Google AI Platform, H2O, IBM Watson Machine Learning, Oracle AI and Alibaba Machine Learning 
Platform. Our comparison concluded that all platforms provide the ability to build, train and deploy 
machine learning models. These capabilities are therefore essential for MLaaS-Platforms and define 
MLaaSP as platforms, that provide the ability to build, train and deploy machine learning models. 



 

 

R. Philipp, A. Mladenow, C. Strauss and A. Voelz      5

2.2.2 Applications of Machine Learning as a Service. Tang and Tay [55] applied deep learning 
algorithms within the area of wood identification to create an “Artificial Intelligence as a Service” 
system. The authors trained their model with macroscopic wood anatomy images and information 
about type and origin of the wood with the aim to fight illegal logging by harming the black market for 
illegally logged wood. Mariani et al. [27] present an architecture for a so-called Decision Support 
System, which aims to help doctors and other clinicians to determine the health risk of patients. The 
authors title this service Risk Predication as a Service. Furthermore, Mariani et al. [27] highlight the 
potential of MLaaS to reach higher effectiveness within model deployment while considering the risks 
regarding data privacy and data disclosure, which is especially relevant in the healthcare industry. 
Naous et al. [32] suggest applying MLaaS in their new defined paradigm Big Data as a Service. This 
paradigm covers infrastructure, data management resources, e.g., Hadoop, and advanced analytical 
capabilities, including ML algorithms. Other areas of application that we identified during our 
systematic literature research are urban modelling [30], computer chip development [58], personalized 
chatbot services [51], big data applications [38], Bug Prediction as a Service [53] and the testing of 
ML algorithms with MLaaS platforms as environment [37]. 

Nearly all of the applications that we identified during the literature review are constructed within 
the platform setting of MLaaS. A different approach is chosen by Pohl et al. [34]. The authors expand 
the existing service paradigm of providing only a platform or infrastructure to a Data Science as a 
Service (DSaaS) model. For the authors, data science comprises the provision, preparation, analysis, 
and visualization of data [34]. In conclusion, Pohl et al. argue that “providing a platform or a software 
that allows to conduct data science is not Data-Science-as-a-Service, however such an offer is not 
possible without. Data-Science-as-a-Service is a symbiosis of infrastructure, platform, software, and 
the processing of data science tasks” ([34] p. 437). We argue that this is equally true for ML: Providing 
a platform or a software that allows to conduct machine learning is not Machine Learning as a Service, 
however such an offer is not possible without. Machine Learning as a Service is a symbiosis of 
infrastructure, platform, software, modeling capabilities and its integration. Due to the fact, that this 
definition is not generally accepted within the scientific literature, we call this holistic view Machine 
Learning Services (MLS). To be independent from the platform setting, we define MLS as: “providing 
services along the complete project lifecycle from understanding the business needs to solving these 
via the application and deployment of machine learning models”. The difference between MLS and 
MLaaSP can be visualized by the data science lifecycle from subsection 2.1.2. 

The area in which the MLaaS platforms provide services in is indicated in the blue circle in figure 
2. It is evident that the first step, Business Understanding, cannot be covered by the platforms as it 
comprises understanding and specifying the business problem as well as identifying relevant data 
sources. The second step, Data Acquisition & Understanding is only half covered by the MLaaS 
platforms. By this, the acquisition of data sources that are not yet connected to the platform 
environment is accounted for. The ability to build and train machine learning models is essential 
within the MlaaS platforms. Hence the Modeling step is completely covered in the visualization. By 
leveraging the provision of computing resources for the resource intense modeling, the platform 
providers utilize this step as their key service. Deployment is only half covered by the MLaaS 
platforms. While they allow for easy deployment within their own ecosystems, the model results still 
need to be made available to the consuming application. The last step, customer acceptance is of 
project-based nature and therefore not included in the MLaaS platform’s offering. 
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Figure 2 MLaaSP in the context of the Team Data Science Lifecycle (adapted from [29]). 

2.2.3 Performance Enhancements for Machine Learning as a Service. Other than in [33] we refer 
briefly to the concept of performance enhancements in this contribution. Hazelwood et al. [14] 
mention substantial performance increases for certain use cases by training on GPUs rather than on 
CPUs. Training on GPUs offers shorter iteration times, and therefore enables the users to analyse 
either a higher number of ideas during a predefined period, or the same number of ideas in less time. 
Yao et al. (2017) concluded, that more user control may lead to higher performance in the hands of 
experienced users. Furthermore, the authors identified classifier choice as configure choice with the 
highest performance gains and that exploring the results of a short random subset of classifiers can 
lead to close-to-optimal outcomes. Liu et al. [26] come to a similar result. Comparing the MLaaS 
platforms of Microsoft Azure and Amazon Web Services (AWS) they conclude that the additional 
alternative models provided by Azure lead to a stronger performance within their data sets. A 
thoroughly performed selection of the presented models is essential as their results may vary 
considerably. The trade-off between accuracy and latency is analysed by Halpern et al. [13]. Different 
interests between the requirements of API consumers and the deployment of machine learning models 
in the cloud motivated the authors to introduce Tolerance Tiers. These tiers should enable consumers 
of such services to configure the API based on their operational requirements, e.g., cost, accuracy or 
responsiveness. Three different tiers are proposed, one to represent the base settings, one to minimize 
service response time, and one to minimize service costs. The authors show that their proposed 
Tolerance Tiers can optimize accuracy without decreasing responsiveness or increasing costs. Qin et 
al. [36] highlight existing ML systems reliance on manual parallelism configurations. The sequential 
manner, in which requests are usually executed can result in high latency, but common Service Level 
Objectives (SLO) demand between 500 and 800ms. To reach latencies this low, parallel computation is 
used. The authors propose a framework to schedule machine learning offerings and find the best 
configuration under changing workloads.  
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This subsection presented different ways to enhance the performance of both, machine learning 
models and MLaaS platforms. Technical solutions proposed are the use of GPU’s, different API 
tolerance tiers, and a scheduling framework. Flexibility in alternating between different models and the 
application of ensemble models are advantages, that independent machine learning approaches have 
over MLaaS platforms. 

2.2.4 Challenges within MLaaS and Machine Learning Services. In this subsection we recap the 
challenges within the area of MLaaS and MLS. Although the resources are solely based on our 
previously conducted literature review of MLaaS contributions, some of the challenges can be relevant 
for both. Table 1 shows the challenges of the different publications grouped into Lack of tools, Privacy 
issues, Prediction API threats, Heterogeneity of languages and environments, Lack of technical 
expertise and Ethical challenges. For the following section we focussed on those challenges and 
contributions that we classified as relevant for this study.  

 

Table 2. Challenges in MLaaS and in MLS identified through a literature review [33]. 

The lack of technical expertise and the lack of tools are challenges that led to the emergence of 
MLaaS systems [42, 39]. Rao et al. [39] mention lack of expertise in implementing ML applications, 
while Zhang et al. [65] highlight the need for a tool that is capable of coordinating the complex 
interactions between code, data and other parameters. Model versioning is among these complex 
interactions and another challenge within MLaaS [27, 65]. Having high quality metadata and storing it 
separately is another issue [27]. Metadata is data, that provides information about other data with the 
purpose of defining the data [48]. It is crucial in ensuring the interpretability of both input and results. 

Privacy is one of the biggest and most disputable challenge within MLaaS. Since machine learning 
algorithms need access to the raw, often privacy sensitive, data, it is challenging to ensure the security 
and privacy when training and deployment are done on cloud providers [16, 21]. Additional risks arise 
once the trained models are deployed on the cloud. Within MLaaS cloud-based platforms, the security 
and privacy of a trained model can be at risk to subversion attacks [23, 18, 20, 41]. There are three 
different types of subversion attacks. An evasion attack causes a model to misclassify by making 
changes to the input data [23]. The attacker wants to input data into a trained algorithm to produce 
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incorrect output [41]. A poisoning attack attempts to modify the training data in order to change model 
results after updates. Kesarwani et al. [23] define an extraction attack as the abuse of the query API of 
a model. This abuse enables the launch of smart queries in an attempt to steal the hosted model. Model 
confidentiality, privacy, and model revenue are at risk of those attacks. These attacks can further 
obtain access to model parameters that may include private information about the training data and the 
model. Certain sectors such as IT-security, banking or healthcare are especially at risk of these attacks 
due to their critical data [27]. 

Another big challenge in the field of MLaaS and MLS is the heterogeneity of languages [22]. To 
overcome this barrier, two standards have been developed. One is the Portable Format for Analytics 
(PFA) and the other one is the Predictive Model Markup Language (PMML). PFA “is a common 
language to help smooth the transition from development to production” [6]. Figure 3 illustrates how 
PFA can serve as an interface between more flexible languages such as Python and R, in which a lot of 
the ML models are written in, and other languages. The right side of the dashed line displays 
languages of developing tools that need to communicate with production environments, for example 
client-side web browsers. PFA abstracts the ML algorithms into PFA documents in JSON format, that 
serve as configuration files. This decoupling is essential because statistical models generally change 
more quickly than the data pipeline [6]. The PMML then standardizes analytical models further into an 
XML file and therefore enables sharing of trained models and their descriptions [27]. The challenge of 
heterogeneity of languages, data layouts, and formats gets more complicated, since data is often spread 
out into different silos within the businesses [2]. Data silos are collections of information within an 
organization that are inaccessible by other parts of the organization. This further affects securing data 
provenance, versioning, and compliance standards. A lack of communication within businesses can 
sometimes lead to multiple teams working on related ML problems [2]. 

 

Figure 3 Language comparison ([27] p.302). 

3.  Methodological Approach and Delphi Study Design 

After presenting the summarized results of our previously conducted literature review, this section 
first describes the employed method, sample, and procedure. Afterwards, we present the 
development of a Web-Application Tool for the Delphi Study as well as the criteria for the 
evaluation of the results. 
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3.1 Method, Sample and Procedure 

In order to identify challenges and opportunities in the application of MLS, we conducted a Delphi 
study with a panel of machine learning experts. The objective of this method is that the panel of 
experts reaches a consensus among their formulated opinions regarding the challenges and 
opportunities. According to Rowe and Wright [44] the key features of the Delphi method are the 
anonymity of the participants, iteration for consensus generation and controlled feedback to improve 
and debias individual judgements. Additionally, an equal weighting of the experts allows for a 
statistical aggregation of group responses, so that quantitative analyses can be performed.  

The Delphi method was chosen since MLaaS research is still novel, which our literature research 
showed. The exploratory nature of the classic Delphi method with open questions in the first round is 
well suited for this research. It might generate predictions that not just reflect the existing discussion in 
the scientific literature, but possibly reveal new aspects of the field. The method was applied to a 
similar research question of identifying risk factors within software projects by Schmidt et al. [47]. It 
was further applied to identify traits of top performing software developers by Wynekoop and Walz 
[62]. The different point of views of the different roles in machine learning projects should generate a 
diverse mix of responses. In this study, we used the multi-step framework presented by Skulmoski et 
al. [50], which is displayed in figure 4, exemplary for a three-round process.   

 

Figure 4 Three-round Delphi process ([50] p.3). 

The research design of our study is a modification of Schmidt’s method (cf. [46]), which uses 
nonparametric statistical techniques to analyse and report results in a ranking type Delphi survey. The 
amount of different challenges was initially expected to be much lower than the actual response of the 
experts. Due to the high number of named items, Schmidt’s nonparametric ranking type analysis was 
not applicable. Instead, the respondents are asked in the second and third round to determine, how 
much they agree with the named challenges and opportunities on a five-point Likert-scale (1: Strongly 
Disagree to 5: Strongly Agree). 

The selection of participants is crucial for the success of the method since the whole output is 
formed through the expert’s opinion. To gather the respondents for our Delphi study we contacted 
various experts through the LinkedIn network and through emails to large actors in the industry. The 
participants consist of data scientists, solution architects and tech executives. Out of 30 contacted 
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experts, 14 respondents confirmed the study and 10 experts progressed until the end of round three. 
This approach is compliant with the literature, since the panel of experts is not selected to represent a 
general population, but rather to generate expert opinion [11; 4]. Our panel comprises experts from 
cloud computing platforms, the banking industry, IT consulting firms, Innovation consulting firms, AI 
startups and freelance data scientists.  

Following Schmidt [46], we divided the survey process into three rounds of two different phases. 
Phase one covers the discovery of issues, where respondents should submit as many issues as possible, 
which is why we are asking open questions. For a comprehensive analysis, the questions were further 
divided into the different steps of the Data Science Lifecycle (cf. section 2.1.). Structuring the 
questionnaire into different steps allows for an easier mapping of similar answers onto the 
corresponding challenges. Furthermore, it helps the research panel structure their responses. The 
questionnaire of round one included a short introduction to the study, which comprised the definition 
for MLS as well as the figure of the Data Science Lifecycle. In the first round of the Delphi study, the 
experts named 162 challenges and 23 opportunities in total, which are coded onto 90 different 
challenges and 14 opportunities. To improve the reliability of the results, continuous verification and 
affirmation are crucial [1]. In phase two, the named factors from the first phase are randomly ordered 
and send out to each of the participants. The panellists need to reduce the list of factors to a more 
workable number of factors. This is done by presenting the participants the 104 named challenges and 
opportunities and asking how much they agree with each on a five-point Likert scale. An additional 
N/A option was given, which was to be selected if the participants had no opinion on or not enough 
knowledge about the item. We included this option due to some items being very specific for certain 
uses cases or mentioning specific technologies. According to [46], a second round of phase two needs 
to be conducted in case more than 20 items (in our case per step of Data Science Lifecycle) are 
remaining. Within our study, we excluded items with a mean rating lower than 3 or with more than 
29% of N/A ratings. This was the case for 15 out of 104 named items, so that 89 items remained for 
the third round of our Delphi study. The specific deviation onto each step and the average rating in 
round two can be seen in table 2.  

 

Table 2 Reduction of items for round three and average rating in round two. 

The second round of phase 2 (or round three overall) contains information about the groups ranking 
of the different challenges and opportunities. The average ranking for each of the remaining 89 items 
is given to the participants within the online questionnaire. In addition, the respondent’s own answer 
from round two is indicated for each item with the option to change his/her rating. 
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3.2 Developing a Web-Application as a Tool for the Delphi Study 

For our study, we developed a Web Application and data pipeline to perform the Delphi study 
online. The motivation for such a resource-intense step was threefold: (1) complete control and 
freedom over the design of the survey, (2) ensuring data security for the entire study, and (3) 
signaling to the data science experts our competence, effort and know-how in the field. The online 
tool was realized utilizing the AWS Cloud, through a combination of personalized web interfaces 
communication via API endpoints with a backend consisting of our business logic and persistence 
layer. The persistence layer comprises the database to store the information. To make our data 
comparable, an extract process was developed, that transforms the data and loads it into Excel-Files. 
Figure 5 visualizes the architecture of the implemented solution. 

 

Figure 5 Architecture of the implemented tool for an online Delphi study.  

3.3 Criteria for Evaluation 

The evaluation of the results follows the procedure as suggested by Dajani et al. [7], who analysed 
stability and agreement criteria within Delphi studies and defined the following levels of agreement: 

Consensus:  Unanimity is achieved 
Majority:   More than 50 % of participants exhibit consistency 
Bipolarity:  Participants are equally divided; when Bipolarity occurs, the stability among 

   the two bipolar groups should be assessed 
Plurality:  Less than 50 % exhibit consistency 
Disagreement: Participants maintain independent views 

For setting the necessary thresholds we followed von Briel [57] where consensus is assumed when 
more than 75% of respondents chose a rating of 4 or 5 on the Likert scale. Items with more than 50% 
but less than 75 % rating of either 4 or 5, are interpreted as a majority agreement. For the calculation of 
the percentages, the N/A option is interpreted as a missing value. The percentages are calculated for 
the number of respondents, who responded to an item with an actual rating. Those items that show 
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neither a consensus nor a majority agreement, were analysed further for bipolarity. Bipolarity means 
that respondents have two opposite positions on an issue [7]. Following [40] we interpret those items 
as possibly bipolar, where the interquartile range (IQR) of these items has a value greater than 1. The 
histogram analysis gives transparency of the extent of discrepancy amongst the experts’ assessments, 
with two high peaks indicating bipolarity [59]. Items, that show Plurality or Disagreement by either an 
average rating lower than 3 or by more than 30% of N/A answers, were excluded after round two of 
the study. In round three, no items moved from stable to plurality or disagreement. Stability is assessed 
by the coefficient of variation (CV), which is the ratio of standard deviation and mean value [7]. The 
criteria for agreement that were used in this study are summarized in table 3. 

 

Table 3 Criteria for the level of agreement.  

4. Results 

In this section, we present a detailed evaluation of results of the study, which are divided according to 
the steps of the data science lifecycle. In general, our study led to a higher consensus between the 
experts from round two to round three. In round three, every item showed an average CV below 0.5, 
which indicates a good degree of consensus and makes an additional round unnecessary [8]. To further 
analyse the different challenges over the whole data science lifecycle, we grouped them into seven 
areas. Table 4 lists the formed areas, ranked by number of mentions regardless of agreement level.  

 

Table 4 Identified areas of challenges ranked by number of mentions.  

4.1. Analysis of the Challenges in the individual steps in the TDSL 

We structured the questionnaire according the different steps of the Team Data Science Lifecycle to 
support the mapping of similar answers onto the corresponding challenges. The following subsection 
elaborate on the results of each steps in detail. 
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4.1.1 Business Understanding. The participants of our study ranked 13 challenges in the Business 
understanding step of the data science lifecycle (Tab. 5). Two challenges are attributed towards the 
area of Approach, six towards Communication and four towards experience. A consensus was reached 
for the challenges Clear problem definition, Unrealistic expectations from Business - Overexpectation 
in ML capabilities and underexpectation of actual implementation work, Companies treat ML Projects 
as IT Projects, Business expert's lack of time to invest additional resources into ML project, High 
amount of domain knowledge needed, and Bilateral knowledge transfer needed, named in order of 
their mean rating. 

 

Table 5 Mean rating and consensus of the challenges within Business Understanding. 

All three items without consensus or majority had an interquartile range higher than one. As their 
histograms did not show a two-peak formation, bipolarity cannot be concluded. Clear problem 
definition is the highest rated challenge over all parts of the lifecycle. It was further described by 
participants as: “Lack of clarity regarding the problem: the business cannot explain the problem, either 
because they don’t understand it very well or because they bring a solution they think should be 
implemented, instead of focusing on explaining the problem in detail” and “Understanding the 
business problem. For the data scientist, it is very challenging to understand the business problem well 
enough to adequately define the data science problem. This is not a problem for the work itself, which 
always is highly iterative and of an exploratory nature (at least in the beginning), but it is sometimes 
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hard for the business people to understand that mode of working.” Participants further highlight 
communication issues between the business experts and the data scientists. These issues become 
visible within other named challenges as well. The language gap between business experts and data 
scientists and the high amount of needed communication to reach the bilateral knowledge transfer 
enhances the challenge of communication. Unrealistic expectations from Business is the second 
highest-rated challenge of all steps of the study. This is due to a lack of understanding of machine 
learning from the business side, and too high expectations toward the technology. 

Overall, five of the challenges were grouped into the area approach. These primarily addresses 
problems with the conceptualization of ML project. The challenges can further be fine-structured into 
challenges on the business side and challenges on the machine learning expert’s side. The experts 
highlight, that Companies treat ML Projects as IT Projects, which again is due to a poor understanding 
of machine learning on the business side. Another challenge, that can come with the poor 
understanding is that Business expert's lack (of) time to invest additional resources into ML project. 
Challenges for the ML experts are to Evaluate if ML is needed to solve the problem, and to have a 
High amount of domain knowledge. This knowledge is necessary to select the proper metrics and 
performance criteria. The challenge: Lack of experience with different ML approaches, bias towards 
approach with experience in, is further named in the third step modeling. The high amount of different 
complex techniques and methods makes it difficult to be experienced in all of them, and to select the 
best approach for each project. On average, the challenges within Business Understanding were rated 
the highest out of all lifecycle steps. 

4.1.2 Data Understanding. In the data science lifecycle, the data understanding step comprises 
data source, pipeline, environment and wrangling, exploration and cleaning. Out of 14 challenges the 
panelists reached a consensus on 4 challenges, and a majority agreement on 7 (see table 6). The 
highest rated challenge is Identifying the relevant existing and possible new data sources for the 
problem. In round one already, this challenge was named by four experts. Second highest rated is the 
Lack of or bad Metadata. This challenge was further described by participants as: “data governance 
and management are usually not the top priority until a business need is identified. So, even when data 
was collected, descriptive information, referential integrity information, changes in systems (which 
often bring changes in data domains and break time series) and business shifts are not documented and 
a lot of the effort is spent trying to make sense of data points by just looking at numbers.” The expert’s 
opinions show that so far, metadata was not of high enough interest for businesses. This is again, due 
to a lack of understanding for the domain machine learning in general and the prerequisites for its 
application. The third highest rated challenge Communicating the required data preparation workload 
understandably within proof-of-concept projects is another communication issue, that is related to the 
lack of conceptual understanding on the business side. The challenge was further described as “The 
fact that data preparation is a lot of work is hard to communicate in exploratory proof-of-concept 
projects. Customers have a hard time understanding that to find out if a business problem can be 
solved with ML, the data pipeline needs to be built up adequately (even for a fail-fast approach). And 
they have a hard time to accept that this takes a long time (that 80% of time for data preparation and 
data understanding that everyone talks about, but still no one seems to accept as the basis for all 
ML/DS projects).” On fourth position is the challenge of data being split across different silos. This 
challenge could be attributed towards both areas, Data Identification & Acquisition, and Environment. 
Most companies do not have the infrastructure to enable efficient data identification and acquisition. 
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The lack of infrastructure is further mentioned in the challenge Data Infrastructure not ready for ML-
workflows. The lack of data lakes and efficient data pipelines is mentioned by multiple experts. Data 
Quality is a generally accepted challenge. The experts named the lack of metadata, low data quality in 
general and Gaps in the existing data. Within the area Data Identification & Acquisition, the named 
challenges show, that a precise understanding of the data sources is crucial. Without this 
understanding, the data cannot be interpreted correctly. 

 

Table 6 Mean rating and consensus of the challenges within Data Understanding. 

4.1.3 Modeling. The third step of the data science lifecycle covers feature engineering, model 
training and model evaluation. Table 7 shows the mean rating and the consensus and majority 
agreements. Four of the challenges had an interquartile range higher than one. The histograms showed 
no two-peak formation, bipolarity is therefore not present. A consensus was reached for five 
challenges. The first one is a data related challenge, namely The ML model results can only be as good 
as the data that the algorithm was fed. This challenge was further described as “If the data contains       
a lot of noise, the model quality won’t be good. Even worse, if the data contains bias, the model results 
will be biased too. And that bias is hard to define and hard to check for.” Second highest is another 
communication challenge, namely Presenting the model results in a way that is understandable for the 
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business experts and stakeholders. Another high rated communication issue shows, how important it is 
to enable the business experts and stakeholders to understand the approach of the model and its results. 

 

Table 7 Mean rating and consensus of the challenges within Modeling.  
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Most of the challenges in this step are related to Model Training and Evaluation. The two highest 
rated related challenges deal with the clear definition of the target-/success metric and validation- and 
test set. Clear definitions are crucial for a data scientists work, especially for ML projects. These 
challenges extend the highest rated challenge from the business understanding sector, Clear problem 
definition, into the modeling phase where the clear problem definition needs to be translated into clear 
definition of the key metrics. Two challenges with a majority agreement deal with finding a good 
balance between (1) model interpretability and model performance and (2) a quick-and-dirty model to 
check if a use case is feasibly to be solved with machine learning and getting the best possible model. 
The first challenge is further described as “For some purposes it is more important to understand why a 
model predicts what it does, and for other the prediction quality matters more, and it is okay for the 
model to be a black box. Talking to the businesspeople is important to find out what the model is 
needed for. It is challenging to find a common language for taking that decision.” The second one 
highlights the exploratory nature of the approach. Only by analyzing the given data, the data scientist 
can determine if the problem should be solved with machine learning. 

4.1.4 Deployment. The deployment step connects the model with the environment, in which the 
model’s predictions or results are applied to. Hence a high number of challenges deal with the sector 
environment. All of the challenges are displayed in table 8. Highest rated is the Lack of experience and 
processes for productive model management. The panelists further highlighted the lack of “awareness 
of the need for, and ability to implement processes for testing, versioning, retraining, change 
management when data sources change, monitoring etc.” within that challenge. This lack can be 
partially accredited to the Gap between modeling and deployment, the second highest rated challenge. 
“Having to reimplement the model and/or data pipeline in another language for deployment. It is a big 
challenge when models have to be reimplemented in a different language or environment for being 
productionalized” highlights the difference between the modeling and deployment environment as a 
big challenge. This difference and the lack of experience with deployment environment contribute to 
the fact that Robustness, monitoring, speed and maintainability concerns are only taken into account 
during deployment, the third highest rated challenge. Organization is not ready for deploying is the last 
challenge, that the panelists found a consensus on. This challenge is present in other steps as well, e.g., 
Data Infrastructure not ready for ML-workflows. The experts state that in general, the business’s 
infrastructure is often not ready for the ML projects. This lack of infrastructure affects multiple steps 
of the project’s lifecycle.  

One panelist stated that a “lot of organizations try some kind of ML project, and after a successful 
proof of concept have a hard time to continue to move forward with their ML endeavors. Often, the 
organization is not quite ready: The data is too decentralized, there is no structure and / or 
infrastructure to form a data science team, or no one wants to make that decision to carry on.” Five of 
the challenges were related to Retraining, Testing, Monitoring and Updating. A consensus was reached 
on Automation of quality assurance of input and output data. A panelist further stated that a “proper 
deployment requires a clear definition of the business processes around the actual ML-Service. These 
services must cover the quality assurance of both input and output data. Any recurrent scoring ML-
process requires automation of quality assurance of input and output data. It also requires recurrent 
model evaluation and ML-outcomes (ML-scores, ML-generated business insights, etc.). The 
application data model needs to be extended with historization of model scores and historized data 
around business outcomes generated by using ML-scores.” The description highlights the need for 
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clear definitions of the business processes and the input- and output-data to ensure their quality and 
therefore the quality of the ML model’s output. Other challenges with a majority agreement attributed 
to Retraining, Testing, Monitoring and Updating are integrating performance measurement into 
deployment, Securing interpretability to be compliant with data protection obligations and Model 
update requires large efforts. 

 

Table 8 Mean rating and consensus of the challenges within Deployment.  

4.1.5 Customer Acceptance. The final step of the lifecycle, customer acceptance, covers finalizing 
the project deliverables. Amongst other objectives it includes confirming that data pipeline, model and 
the deployment into the production environment are according to the customers satisfaction. Sector, 
mean rating, consensus and majority agreement for all the challenges are displayed in table 9. The 
three consensus challenges all belong to the communication sector. All panelists agreed on the 
Difficulty to explain many models (Black-box nature). This relates to the issue of explainability, named 
in step 1, especially when more complex algorithms like neural networks are used. Second highest 
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rated is Expectation Management. Here the panel highlighted how unrealistic expectations often lead 
to disappointment with the results. The business expectations should be set right at the beginning 
before the project start. 80 % of participants agreed on Explaining the always existing certain amount 
of controllable but not avoidable error. A panelist highlighted that “any ML-result is nothing else than 
statistics and that any statistical result includes” the certain amount of error. This is again, due to low 
understanding of the statistical methods on the business side and contributes to having too high 
expectations. Third highest rated was ML applications that are not built with business KPIs attached 
and that are not tested and validated by the business will struggle to be adopted. This challenge goes 
hand in hand with clear problem definition and clear definitions for the success metrics. Without 
continuous precision until the customer acceptance step, which includes testing and validation, the 
results of ML projects will be subpar. 

 

Table 9 Mean rating and consensus of the challenges within Customer Acceptance. 

4.2. Analysis of the Challenges over all steps in the TDSL  

To summarize our results, we provide an overview where the identified challenges are associated with 
the different life cycle steps, and their deviation onto the different sectors is indicated by color (Fig. 6). 
Only challenges with either a consensus or a majority agreement are included and within the colored 
clouds, a higher position means a higher average rating by the panel. The challenges deviate onto the 
sectors as shown in table 10. The second column displays the number of all challenges that the experts 
could rank in round 3, while the third column indicates on how many of these challenges a consensus 
or majority agreement was reached upon. For the following analysis the areas Data Identification & 
Acquisition and Data Quality were merged into the area Data. 
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Table 10 Areas of challenges with consensus and majority agreement.  

The highest number of challenges are identified within the area of communication. Clear 
definitions, expectation management and making approach and results understandable to the business 
experts are among the most important challenges within MLS. The communication challenges are 
crucial due to (1) an often-existing language gap between the business- and machine-learning experts 
and (2) general lack of understanding for ML methods and statistical methods in general. This lack of 
understanding is also visible in the approach section. Companies treating ML projects as IT projects 
and not allocating enough resources to these projects are among the highest rated challenges within the  

 

Figure 6 Overview of all challenges with a consensus or majority agreement by area. 
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Approach area. Other challenges in this area concern that robustness, monitoring, speed and 
maintainability are only too late considered and further the proper selection of metrics and 
performance criteria. These are of more interest for the machine-learning expert than for the 
businesses. Within the area Environment the gap between the modeling and deployment environment 
and the businesses lack of deployment ready infrastructure are among the highest rated challenges. The 
experts further agree on the challenge that within a lot of projects the businesses data infrastructure is 
not ready for ML workflows. These challenges show that the business’s infrastructure is in general 
often not ready for ML projects. A lack of experience and well-defined processes for productive model 
management is further highlighted by the panel. An infrastructure assessment prior to the project start 
can identify possible infrastructure areas that demand improvement. General competence areas to be 
assessed are among others reporting, business intelligence and predictive analytics [35]. Lorentz [24] 
specified these infrastructure requirements: flexible and agile, efficient data management; can 
accommodate large and different volumes and data types; processing power and time; can receive data 
from different sources; manages the full data lifecycle and scales non-disruptively. The data area 
comprises both, Data Quality- and Data Identification- & Acquisition-challenges. Within Data Quality, 
a lack of or bad metadata is ranked highest, before low data quality in general and gaps in the existing 
data. These high ratings show the importance of proper metadata and data quality for machine-
learning, Metadata is especially important to ensure interpretability and compliance with data 
protection regulations. Within Data Identification and Acquisition the panelists highlight the challenge 
of identifying the relevant data sources, which are often split across different data silos. This split is 
mostly due to different technologies being used within a business. They can further lead to 
inconsistency and a waste of resources. The different silos also lead to multiple different accesses that 
are needed. Getting these is another challenge the majority of panelists agreed upon. Within the Model 
Training and Evaluation area, highest rated is the challenge that the model results can only be as good 
as the input data and the definitions of appropriate target/success metric. Again, clear definitions and 
data quality are mentioned as big challenges. The last area is Retraining, Testing, Monitoring and 
Updating. The automation of quality assurance of input and output data is highest rated in this group. 

4.3. Opportunities within the area of MLS  

The last section of the Delphi study asked for opportunities within the area of MLS. Table 11 shows 
sector, mean rating, consensus and majority agreement for all opportunities that the panelists ranked in 
round three. Out of 13 opportunities, a consensus was reached for four and a majority agreement for 
six. All participants agreed on the opportunity to Generate new business insights through data-driven 
approach. The mentioned data-driven approach is seen as a chance to first get better insights by 
analyzing high quality data and then to translate these insights into data-driven decisions, which will 
lead to Better business results by making important decisions based on vast amounts of empirical data 
instead of hierarchy. By basing these decisions on data, and not on hierarchy or intuition, the decisions 
can then become reproducible, understandable and comparable. The panelists reached a consensus on 
the opportunity to Apply ML to more projects in the realm of traditional industries. Several different 
applications were shown in subsection 2.2.2 from wood identification, to risk prediction in healthcare 
as well as bug prediction. Further opportunities within the area Efficiency were named. These cover 
cost savings, leveraging expertise, reducing costs of technology and levels of required skill. The lowest 
rated opportunity mentions AutoML systems. AutoML stands for automated machine learning. These 
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systems aim at automating the whole ML workflow “including pre-processing, machine learning 
algorithm selection and hyperparameter optimization” [10]. Although our panel did not reach an 
agreement on this opportunity it is to note that AutoML systems are a promising area of research with 
multiple contributions and scientific challenges [12]. 

 

Table 11 Mean rating and consensus of the opportunities within Machine Learning Services.  

5.  Discussion 

The results of the Delphi study have revealed a variety of different challenges as well as opportunities. 
The highest number of challenges that the panelists found a consensus or majority agreement on 
belongs to the area of Communication. Furthermore, a general consensus exists about the importance 
of clear definitions and the existing language gap between business experts and data scientists. While 
these challenges are not new, the amount and the rating show its importance. Bridging the technical 
expertise of the ML specialists with the operational business expertise of the project’s sector can be 
done by integrating a new role into the process, an analytics translator. The analytics translator can 
help in ensuring process success by making sure that the analytical models translate into operational 
impact [15]. Additionally, they allow the ML experts to focus on their key capabilities. Our results 
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show the need for either, the integration of this new role into the processes, or a greater focus by 
highlighting communication as the big challenge within ML projects. A general understanding of ML 
and the associated challenges can be achieved by incorporating knowledge transfers inside businesses 
and facilitating employee growth [5]. Brown et al. [5] propose an in-house analytics academy for large 
companies to further enable transformation towards data-driven business. Several environment 
challenges were named by the experts. In general, businesses are often not ready for ML projects and 
overestimate their readiness as well as the quality of their available infrastructure. This affects multiple 
steps of the lifecycle, as our results have shown. The existence of data silos within a business further 
obstructs ML projects and hinders them from unleashing their potential. Prior to the ML project, a 
comprehensive infrastructure assessment of the businesses technology systems and IT environment 
should be performed. Such assessment shall cover all systems that are affecting the project. Focus 
needs to be on the data infrastructure, to ensure that the models can get continuous quality data input. 
Another focus should be laid on retraining and monitoring to enable constant improvements of the 
model.  

The results of the empirical study can partially be applied to MLaaS platforms. As shown in sub-
section 2.2.1, MLaaS platform offerings comprise the lifecycle steps Data Understanding and 
Deployment partially, and Modeling completely. The challenges of the other two steps Business 
Understanding and Customer Acceptance are therefore equally important for the application of MLaaS 
platforms and MLS. The need for communication, clear definitions and sufficient time investment are 
exemplary challenges that are equally important for a company whether they are utilizing a MLaaS 
platform or utilizing internal or external ML experts. Additionally, the challenges Expectation 
Management and Explainability, named in the Customer Acceptance step, are equally important to 
both ML application models. While these challenges are of interest for users of MLaaS platforms, the 
challenges of the lifecycle steps Data Understanding, Modeling and Deployment are of interest for the 
platform provider. For example, an understandable presentation of the results, which was the second 
highest rated challenge in the Modeling step, should be provided through the MLaaS platform. 

When comparing the challenges identified by the performed Delphi Study with the literature found 
in our previously conducted literature review, only some similarities could be found. First to note, the 
literature review was conducted aiming at the paradigm MLaaS while the Delphi study focused on our 
broader definition of Machine Leaning Services. The challenges within MLaaS platforms can only 
partially be compared with the challenges for ML services. Since the challenges, identified in the 
Delphi study come from multiple different areas, it would exceed the scope of this study to cover each 
area in a literature review. The identified communication challenges might be subject to scientific 
research, but not in context with MLaaS in its current definition. Since most of the communication 
challenges occur within Business Understanding and Customer Acceptance, these challenges are not 
covered by most of the MLaaS literature, as the two steps are not covered by MLaaS platforms. An 
often-addressed challenge in scientific literature are subversion attacks [23, 18, 20, 41]. This type of 
challenge was possibly not named by the ML experts since the definition of MLS was used in our 
study. MLS do not implicate sharing of the generated model. Hence the risk of subversion attacks is 
not present by default within this concept. Data being split across different silos is mentioned by [2] 
regarding a lack of integrated data platform solutions for ML that allow for the collaboration between 
different teams such as legal, compliance, quality control, ML engineering, etc. The lack of 
collaboration leads to a loss of consistency across different data silos, which may become the 
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bottleneck of ML projects. They leave the ML workflow exposed to physical data dependence on 
different teams and different data sources. The existence of silos makes “data sharing and discovery, 
data lineage and provenance tracking, version control, and access control difficult, if not impossible” 
[2]. The experts reached a consensus on this challenge. Another consensus was reached on the 
challenge of Lack of or bad Metadata. Zhang et al. [65] highlighted the need for separating data from 
their metadata, which leads to higher efficiency in ML workflows. Mariani et al. [27] show the 
importance of metadata by including metadata storage into their proposed decision support system. 
This allows the system to absorb already trained models and keep the interpretability. The authors 
further point out the challenge of heterogeneity of languages. This heterogeneity is included in the gap 
between modeling and deployment environment. The experts found a consensus on that challenge. 
Subsection 2.2.4 presented two standards, PFA and PMML as solutions for that issue. Ribeiro et al. 
[42] and Rao et al. [39] mention the lack of expertise in implementing ML applications as a 
contributing factor to the development of MLaaS platforms. While MLaaS platforms lower the need 
for expertise in the key areas Data Understanding, Modeling and Deployment, the lack of experience is 
still present and affecting the other two lifecycle steps. The lack of experience further contributes 
towards the businesses not being ready for deployment, since the prerequisites for ML projects are 
unclear to them. While the experts did not find a consensus or majority agreement on the issue of 
versioning, it is present in the scientific literature, with contributions made by Mariani et al. [27] and 
Zhang et al. [65]. Within the opportunities section of the study, the panellists found a consensus on the 
topic of applying ML to more traditional industries. Tang and Tay [55] have applied ML to wood 
identification by utilizing image recognition deep learning models, showing that research is being 
conducted into this area. 

6. Conclusion and Future Work 

The goal of our study was to identify challenges within the applications of Machine Learning Services 
(MLS). To reach this goal, we conducted a Delphi study. The empirical study identified 55 different 
challenges from six different areas. This high number of problems identified is a strong indicator for 
the complexity of ML projects. Over the entirety of the project lifecycle, challenges from multiple 
areas need to be overcome to successfully complete a ML project. The challenges we identified in our 
study belong to a wide variety of different sectors, namely Communication, Environment, Approach, 
Data (Identification, Acquisition, Quality), Retraining, Testing, Monitoring and Updating, and Model 
Training and Evaluation. The highest number of challenges where the panelists found a consensus, or 
majority agreement on, belongs to the area of Communication. The overall highest mean ratings 
belong to the importance of clear problem definitions, unrealistic expectations and the difficulty to 
explain models, all belonging to the area of Communication. Although these challenges are not new, 
the high ratings as well as the amount of named challenges, highlight the importance of maintaining 
effective communication in MLS. Furthermore, while the mean ratings were slightly lower for the 
Environment area, the high number of named challenges show the importance of this area as well. In 
general, most of these challenges originate from a lack of readiness or/and understanding of the 
technology. This often leads businesses to overestimate their existing knowledge and the quality of 
their available infrastructure. For this reason, the true potential of ML can often not be realized. 
Therefore, in our discussion, we explained how the assessment of the business infrastructure can help 
to increase the readiness and minimize these challenges. 
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For future work, it would be interesting to compare the challenges in MLS identified through our 
Delphi study with recent scientific literature available and identify possible conformities, 
nonconformities, and gaps. Because the literature review we had performed prior to our Delphi study 
had another purpose we were only able to compare challenges that were named within contributions 
regarding MLaaS. We leave further analysis of the challenges specific to ML as future work. Thus, we 
propose to either perform an explorative literature review, or to perform specific reviews for each of 
the six identified challenge areas. Overall, the arising complexity of ML projects over the complete 
lifecycle has not been researched on a broad basis. While our study identified many challenges within 
MLS, it would be another task for future work to distinguish those specific challenges that are unique 
to ML projects from those which generally appear in IT projects. In a next step, clear distinctions or 
interdependencies from one another and their impact may be investigated.  

After all, the Delphi technique is subject to restrictions due to its qualitative and explorative 
character. Prior research regarding MLaaS first focused on the platform architectures and developed 
into different applications and challenges. Multiple studies analyzed different types of subversion 
attacks and appropriate countermeasures. More recent contributions focused on different applications 
of MLaaS platforms to enable new service models – another promising area for future research. There 
are many fields to which MLaaS platforms and ML can be applied to, which was further identified as 
an opportunity within the empirical study. The increasing complexity leads to the emergence of new 
roles within projects and businesses. An example being the business translator, which has been the 
focus of very little research thus far and could be the subject matter for later research. Additionally, we 
identified six further areas for research through the conducted Delphi study. The identified individual 
challenges can serve as starting points for future analysis. Additional contributions could add more 
application-oriented approaches that analyze multiple ML projects (e.g., in the form of case studies or 
best practice) and evaluate the impact of the different challenge areas on the projects’ results. 
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