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Data privacy has become the primary concern in the current scenario as there are many pioneering methods 
for efficient mining of data. There are many algorithms to preserve privacy and handle the trade-off between 
privacy and utility. The ultimate goal of these algorithms is to anonymize the data without reducing the 
utility of them. A  Privacy preserving procedure should have a minimum execution time, which is the 
overhead of clustering algorithms implemented using classical methods.  There is also no single procedure 
that completely handles the trade-off and also updates itself automatically. In this work, the anonymization 
is implemented using Radial Basis Function [RBF] network, which provides both maximum privacy and 
utility with a proper tuning parameter specified between privacy and utility. The network also updates itself 
when the trend of data changes by controlling the maximum amount of error with a threshold value.  

Keywords: Privacy preservation, Radial basis function, Function approximation, Data 

anonymization 

                Communicated by: B. White & M. Gaedke 

1 Introduction 

The usage of internet and social networking web sites has increased the amount of globally available 
data. Because of this, we are drowning in data but starving for knowledge and privacy. These data are 
provided for mining to retrieve non-trivial knowledge for future decision making. As techniques for 
revealing non-trivial patterns using various data mining algorithms are explored, the threat towards the 
data is also increased [35]. When such data are provided for mining in their original form, it forms a 
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threat for the privacy of an individual. Typical example includes disease of a patient, credit card balance 
of a customer, purchase details from a departmental store, government weapon details in military, etc., 
Anonymization issues also occur in surveying, statistical databases, cryptographic computing, access 
control, social networking and so on. Hence data   need to be modified before they areprovided for 
mining or to any third party for processing. The main part in this process is that the modification done 
on the data should not affect the mining result and other statistical parameters about the data.  

 There is an inverse relationship between privacy and utility of the data as shown in Figure 1.For 
mining, as the exact data is not required, a perfect approximation is sufficient, the modification is 
accepted. The research which alters the data without modifying the mining results is termed as PPDM 
[Privacy Preservation in Data Mining].  

 

 

 

 

 

 Attributes in a database are divided into three types – unique identifying attributes, sensitive 
attributes, quasi identifying attributes. When data are given for mining unique identifying attributes like 
patient ID, credit card number, Employee ID, etc., are removed completely from the database. Sensitive 
attributes like disease, credit card balance, salary, etc., are the primary concerns for mining and they are 
not altered. Quasi identifying attributes like age, zipcode, height, married, gender, etc., are also available 
in a public database like voter’s list. These are the values which are altered so that the exact individual 
of the record is not identified.  

 The information disclosure is categorized into two types [36], Identity disclosure that specifies 
which record is associated with which individual in a released table and in Attribute disclosure, new 
information about some individuals is revealed by the released table. In this work, Identity disclosure is 
handled i.e., the association between an individual and a particular record is tried to be hidden. 

 PPDM techniques are implemented by Randomization or Perturbation [37]. In randomization, 
random numbers are generated with less variance and zero mean. These random numbers are then added 
with the data in additive perturbation and multiplied in multiplicative perturbation. Cryptographic 
methods are used for multi party handling of data. Perturbation techniques includes anonymization, 
permutation, swapping, slicing, etc., K-Anonymity is one of the widely implemented technique using 
generalization and suppression. Generalization refers to altering a value with a less specific but 
semantically acceptable value, while suppression refers to not releasing a value by hiding partially or 
completely. 

 
Figure 1:  Trade-off between privacy and utility 
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2 Organization of the Paper 

Section 3 specifies the various literatures and their related work. Methods which have led to the 
development of this paper are discussed in this section. Section 4 defines the problem and the objectives 
of this work. Section 5 describes the usage of RBF network for PPDM, a variation of the network with 
its coding and corresponding output. Section 6 states an experimental setup, which gives the database 
used, the software used and the initial cluster reference. Section 7 explains in detail about the various 
performance measuring parameters related to PPDM techniques and the comparison of methods based 
on each of the parameters. Section 8 provides the conclusion and future work. 

3  Related Work 

PPDM was done initially using different anonymization methods like randomization [9]. These methods 
increase the error as it completely relies on randomly generated values. This can be done as simple as 
adding random noise values as in [16]. [5] Performs anonymization using a geometric perturbation method 
and [14] performs using a generic method which do not consider the relationship among the attributes.[22] 
provides a multi level solution in which one of them can be done using cryptography.  Cryptography is 
directly used in [25] which use a key value to perform anonymization. Data anonymization is done using 
various methods like generalization [31][33], suppression [17]. K-anonymity is an important step towards 
PPDM techniques. This has been implemented using decision trees [32], classification [10] or clustering 
[4][6][13].  

  There are some variations of K-anonymity in [12] [20].  Since there were drawbacks in K-
anonymity, l-diversity was introduced which was improvised as t-closeness in [19] and [29]. But t-
closeness is inefficient in terms of time complexity. There came a wise methodology to first cluster the 
data and then apply anonymization according to the association of each data to a cluster [13][26]. In [18], 
fuzzy technique is used to implement clustering. Clustering is implemented using genetic algorithms in 
[24].  Every cluster is rotated using isometric rotation in [7][15][27], which is efficient but is susceptible 
to similarity attacks and the reconstruction of original data is also straight forward. [16] Performs a noise 
addition after clustering.  In [21], slicing is used to group similar data and then perform anonymization.  

  Neural networks are efficient systems which can identify similar items naturally and then they can 
be anonymized easily. In [34], neural network is used to implement clustering. In [30] , back propagation 
network is used to implement classification of data and in [23] radial basis function[RBF] network is used 
for privacy preservation.  

4  Problem Definition 

In order to reduce the execution time of anonymization, to enhance the efficiency in terms of both privacy 
and utility and also to set a tunable parameter, RBF network is used as a function approximation network 
which can group similar data along with approximating them. The main objectives of this work are, 

 To efficiently anonymize the data 
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 To provide proper tuning parameter between privacy and utility. 
 To provide more privacy with less error and  train the system itself when error increases. 

5 Implementation 

A neural network is a feed forward network and has a single hidden layer of sigmoid function which is 
capable of approximating uniformly any continuous multivariate function, to any desired degree of 
accuracy. Clustering was implemented using neural networks, which are efficient systems to identify 
similar items naturally and their output can undergo anonymization. When   Neural networks are used to 
implement clustering, it reduces the execution time of the procedure. When any usual clustering algorithm 
is used every data is calculated for its presence in every cluster and after its membership to a cluster is 
found, the centroid of that cluster changes. This does not happen in a neural network and hence reduces 
the time of execution. 

5.1 Radial Basis Function Network  

Radial basis function networks (RBFNs), are special type of neural networks which are being applied for 
problems such as function approximation, pattern recognition and time series prediction, etc., RBF 
networks when used directly as an universal approximators of desired accuracy, provide a solution for 
PPDM but with a less efficiency. The standard RBF network consists of three layers, i.e., the input, hidden 
and output layers. The hidden layer of an RBF network can be viewed as a function that maps the input 
patterns from a nonlinear separable space to a linear separable space. In the new space, the responses of 
the hidden-layer neurons then form a new feature vectors for pattern representation. Each output vector 
can be assumed as a representation of a group of input patterns. The architecture of a radial basis network 
and its function approximation for anonymization is specified in figure 2. 

 

Figure 2:  RBF network and its output as function approximators 
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Given a data set X with size N x m and the output vector Y of same size is shown below: 

 
   x1,1 x1,2 … x1,m 
   x2,1 x2,2 … x2,m 
 X =      .    .   .    . 
        .    .   .    . (1) 
        .    .     .    . 
   xN,1 xN,2 … xN,m  
 
 
   y1,1 y1,2 … y1,m 
   y2,1 y2,2 … y2,m 
 Y =     .    .   .    .      (2) 
       .    .   .    . 
       .    .     .    . 
   yN,1 yN,2 … yN,m 
 

Now each row of Xi  = [xi,1 xi,2 …     xi,m] targets a row of Yj=  [yj,1  yj,2   … yj,m]. We want to find 
a target function f (xi) , that produces the lowest error when predicting the unknown related values Yj. 
This is equivalent to determining the weight vector W for finding Y with minimum error. 

W = [w1, w2,…wp] .                                                         (3)  

Y = f (x)           (4) 

Using Radial Basis Network  the function is chosen as a radial basis function as follows. 
 

f (x) =   ∑ ௣(ݔ)௞߮௞ݓ
௞ୀଵ                                                      (5) 

The radial function can be specified as 

߮௞(ݔ) = ݔ‖)߮  −  ௞‖                                                      (6)ݔ
 
where xk is the center of the activated neuron. 

The three main parameters of a radial basis function are  

 Centre Xk 
 Distance Measure r = ||  x -  xk|| 
 Shape of the radial basis function 
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 Figure 2 specifies the how an RBF network is given input for anonymization and gives a sample 
output of function approximators. It shows that the output of the network follows the input and they are 
not similar values as input. 

 For training the network, a training set of data is chosen and the network is built. 

ܶ =  ሼ(ݔ௞ , ௞)ሽ௞ିଵݕ
௣  

The goal is set as  

Y(k)   f(x(k)) 

5.2   A Direct Function approximation (FUNAP) 

The function approximation in a radial basis network produces an output similar or close to that of the 
input. This quality is used directly for data anonymization. Every data undergoes a modification by the 
radial function based on its distance from the activated neuron center. By this, data are clustered and they 
remain close to their center. As we do not want the exact values of the input, the goal is set to a nominal 
value which will produce an approximate value to that of the input. The parameters of the network are 
varied for different levels of performance of the network. The spread and the number of neurons are used 
for variation. Spread controls the amount of error produced by approximation and hence the amount of 
privacy preserved for the data. Number of neurons controls the inputs responding to a closer centroid 
neuron. This is related to the amount of error and hence the mis-classification error. This explains the 
quality of anonymized data. 

 A directfunctionapproximationisverymuchsensitiveonlytonetworkparameters. If the parameters are 
identified, the anonymization becomes reversible and the data gives same output for every similar group 
of inputs. FUNAP is also susceptible to homogeneity problem. To overcome these issues, a variation in 
FUNAP is done using isometric rotation. After choosing the neuron which responds for the input the data 
is rotated with respect to the neuron centre using randomly generated angles. Isometric rotation ensures 
that the proximity of data with respect to the centre remains the same. The method also responds differently 
for the same inputs and it is also not reversible since we use random values for angles.  
 
5.3 Function Approximation towards Center (FUNAPTOC)     

Using random angles the mobility of data also becomes random, which increases error in anonymized 
data. Network parameters also have limited range for the best performance. Hence an optimal method 
includes both displacement and rotation of data. After rotation using the Euclidean distance between the 
data and centroid, every data is moved towards the centre which reduces the error. The method provides 
best results in terms of privacy and utility. The procedure is also not reversible as it is a two-fold process. 

Figure 3explains the architecture of FUNAPTOC system, which trains a network, rotates with 
respect to the activated center and moves them towards its center. This way a space for data alteration is 

(7) 

(8) 
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increased and reduces the error. The displacement has both positive and negative values depending on 
the original value of the attribute.  

 

Figure 3: Flow diagram of FUNAPTOC system 
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Figure 4 gives the code of FUNAPTOC, which moves the data towards center, which is based on the 
distance between the data and the center. 

 

 

 

 

 

 

 

 

 

 If FUNAPTOC is only used without Isometric rotation, then data are bound to symmetric attacks, 
where there is a possibility for all the data to be similar to that of the centre value. The anonymization 
does not perform any change to the data. Hence data are first rotated and then moved towards their centers. 

 Though an RBF network can be designed to handle any number of inputs with similar number of 
outputs, only two attributes are shown for anonymization and clustering. 

6 Experimental Setup 

The Adult data set similar to the one from UCI repository is used for implementing the method. The data 
set contains 30,162 records after preprocessing. Attributes which are selected for the processing and their 
properties are shown in Table 1. The attribute severity of disease is chosen to be the sensitive attribute. 
Matlab is used to implement radial basis network and verify the results. The design of the network is done 
for different spread, goal and number of neurons and the optimal output is selected based on the 
performance metrics. Matlab is chosen because it provides flexibility in altering the RBF network 
parameters for tuning and also provides graphical representation of outputs. 

 The graphs show the performance of three methods for various sizes of training vectors and 
compared for various performance measuring parameters. The formulae used for calculating the parameter 
values are specified in section 6. The results are compared with the greedy based sequencing and rotation 
based on clustering the data [28].  

 

Figure 4: Code for FUNAPTOC 
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Table 1: Description of adult data set 

 

. 

 

 

 

 

 

 

 

 

 

 

 

Data are initially clustered into three groups and are termed according to their severity of disease as 
Low, Moderate and High. 

7 Performance Measurement 

The performance of the procedures is measured using the following parameters: 

1. Bias in centroid values 
2. Sum of Squared error 
3. Rate of classification error 
4. Amount of privacy preservation 
5. Amount of Information distortion 

For all the comparisons the base-line algorithm is chosen to be rotation on greedy based sequencing of 
data. 

S.No Attribute name Attribute type No. of 
distinct 
values 

1 Age Continuous 74 

2 Work-class Categorical 8 

3 Education Categorical 16 

4 Country Categorical 41 

5 Marital-status Categorical 7 

6 Race Categorical 5 

7 Gender Categorical 2 

8 Hours per week Continuous 58 

9 Severity of 
disease 

Categorical 3 
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7.1 Bias in centroid values 

Input data are first clustered and then undergoes anonymization. The utility of the data is maintained if 
data are centered to a similar place. Hence the centroid values are compared before and after 
anonymization. If the centers are closer the bias will be less exhibiting that the data has similar utility with 
that of the original data. As the bias increases the utility of the data reduces. The following table compares 
all the methods with respect to centroid values. 

Table 2: Centroid values based on two attributes – Age and Hours Per Week (HPW). 

 
 
 
 
 
 
 
 
 
 
 

 
7.2 Sum of Squared error 

The global error function is the residual sum of squared error is given by  

ܧܵܵ =  ∑ ൫ݕ௜ − ൯(௜ݔ)݂
ଶ௡

௜ୀଵ                                                 (9)             

Table 3:  Comparison of Error Values 

Method SSE value 
Greedy 1168 

FUNAP 1333 

FUNAPTOC 653 

Table 3 specifies the amount of variation of SSE for the proposed methods. The variation should be 
controlled and minimum amount of variation is considered to be the best. This value is directly 
proportional to the bias in centroid values. Using the analysis, it is shown that after adding the error of all 
the 30K data FUNAPTOC performs better than the other methods. 

7.3 Rate of classification error 

Cluster 
Original 
Centroid 

After Greedy After FUNAP 
After 

FUNAPTOC 

Attribute Age HPW Age HPW Age HPW Age HPW 

Low 26.76 33.83 25.62 35.63 25.27 32.70 24.01 37.58 

Moderate 39.20 56.59 39.31 47.71 35.95 47.24 39.02 53.62 

High 53.30 39.99 56.51 39.22 54.78 42.66 52.44 42.30 
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Original data is clustered into three clusters as low, medium and high as they are named according to 
the severity of diseases using FCM based clustering algorithm. After anonymization, data are given for 
same clustering algorithm and the outputs are compared. For comparing the performance, any data 
mining method can be chosen and in this work clustering is chosen. The results are compared with 
respect to the shifting of data between the clusters. The data shifting between low and high is considered 
more serious compared to shifting between low and medium, medium and high. Using the analysis, 
FUNAPTOC performs best compared to other two methods. Table 4 explains different methods with 
change of their methods for each of the clusters. Graph in figure 4 specifies the performance of methods 
for classification error for different tunable parameters. 

Table 4:  Comparison of classification error percentage between different clusters 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

7.4 Amount of privacy preservation 
 

Method Low      
to  
Mod. 

Low to 
High 

Mod. 
 To 
 Low 

Mod. 
 To 
 High 

High to 
Low 

High 
to 
Mod. 

Total 
% of 
Error 

Greedy 0.08 0.02 0.01 0.01 0.02 0.03 17 

FUNAP 0.09 0.005 0.08 0.03 0.001 0.02 22.6 

FUNAPTOC 0.02 0 0.02 0.02 0 0.02 8 

 
Figure 4:  Comparison on Classification error 
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A    database is privacy preserved if there is less probability for associating any transaction with its 
sensitive attribute. This is a very important parameter as it specifies the main requirement of the algorithm. 
It is measured by the number of data altered from its original value to the total number of data considered. 
If the records remain unaltered, then they are said to be unprotected. The amount of privacy preservation 
is calculated using 
 
Hidden Failure, HF = U/n 
.  

U = Number of unaltered records which are bound to insecurity 

n = Total number of records. 

The graph in figure 5 shows the performance based on privacy for different methods. 

 

 

 

 

 

 

 

 

 

 

The graph shows that more privacy is achieved for FUNAPTOC compared to other methods. It also shows 
that the performance comparatively increases if the size of the training vector is increased. 

 

 

7.5 Amount of Information distortion 

 
Figure 5 :   Comparison on amount of Privacy 

 

(10) 
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Information distortion can be calculated from the difference between the original table and the anonymized 
table. It can also be calculated as the distribution of data with respect to the centroid. The information 
distortion can be calculated using the following equations. The dissimilarity of record i in jth attribute with 
respect to centroid ckis given by,   

diss (ri,j,ck,j) =  [ri,j - ck,j]2                                              (11) 

The distortion of all records is given by,   

= ܦ ෍ ෍ ෍ ௜௞ݑ ∗ ௜௝ݎ)ݏݏ݅݀ , ܿ௞௝

௠

௝ୀଵ

௄

௞ୀଵ

௡

௜ୀଵ

)                                                          

Where uik specifies the membership of ith record in kth cluster. 

∑ ௜௞ݑ
௄
௞ୀଵ =  1                                                                       (13) 

uik∈ { 0,1}            

The graph in figure 6 shows the performance of methods based on information distortion.      

 

 

 

 

 

 

 
 

 

 
 
 
 
 

 
Figure 6:  Comparison on amount of Information distortion 

 

(12) 
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8  Conclusion and Future Work 

Thus the proposed work explains the use of RBF network as function approximators in PPDM techniques. 
The variation done on the network performs better than the direct approximation. Implementing and 
training the RBF network is a onetime process, which can be updated by fixing a threshold error value. 
FUNAPTOC performs better as it provides a space for altering the network parameters like spread and 
number of neurons to provide accepted results. With less information distortion and less classification 
error, FUNAPTOC provides more privacy. The methods are compared with the existing greedy method 
of clustering and shown that using RBF network gives a better result in terms of information distortion, 
classification error and amount of privacy. The amount of privacy and utility are controlled with the 
parameters of the radial basis network – Spread, number of neurons and training vector size. Hence they 
are used as tuning parameters to choose the required amount of privacy and utility. As a future work, the 
network can be implemented to handle different types of data since neural network can easily adopt 
different data types. By monitoring the performance periodically and updating the RBF network improves 
the efficiency of the system. 
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