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Collaborative Web services QoS prediction has become an important tool for the generation of accurate personalized QoS which is a cornerstone of most QoS-based approaches for Web services selection and composition. While a number of achievements have been attained on the study of improving the accuracy of collaborative QoS prediction, little work has been done for protecting user privacy in this process. In this paper, we propose a privacy-preserving collaborative QoS prediction framework which can protect the private data of users while retaining the ability of generating accurate QoS prediction. We combine Yao’s garbled circuit and additively homomorphic encryption via additively secret sharing to address non-linear computations required in the process of QoS prediction. We implement the proposed framework based on FasterGC, an open source implementation of Yao’s garbled circuit, and conduct extensive simulations to study its performance. Simulation results, together with theoretical security and complexity analysis, show that privacy-preserving QoS prediction can be efficiently achieved in our framework.
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1. Introduction

Web services, which are Internet based programmable application components, have made great progress in the past decade. At its early stage, Web services technology was mainly exploited to build traditional software applications such as online reservation and stock trading. Along with the rapid development of cloud computing, more and more corporations including Amazon and Google offer cloud Web services, such as Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), and Software-as-a-Service (SaaS), for the realization of scalable and cost-effective computing [15]. Moreover, numerous real-world devices can also provide Web services through Device Profile for Web Services (DPWS) or RESTful API [17],
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which significantly increases not only opportunities but also challenges of Service Oriented Computing (SOC).

QoS-based Web services selection and composition has been discussed extensively in the recent literature [1, 2, 3, 42, 43]. A common assumption of these proposed approaches is that accurate QoS values of Web services are always available. It is, however, still an open problem to obtain accurate QoS values. On one hand, the QoS values advertised by service providers or third-party communities are not accurate to service users, as they are susceptible to the uncertain Internet environment and user context [7]. On the other hand, it is impractical for service users to directly evaluate the QoS of all available services due to the constraints of time, cost and other resources [48]. As an effective solution to this problem, personalized collaborative Web services QoS prediction has received much attention recently [21, 35, 44, 46]. The basic idea is that similar users tend to observe similar QoS for the same service, so it is possible to predict the QoS value of a service observed by a user based on the QoS values of the service observed by the similar users to this particular user. By this kind of computation, different users are typically given different QoS prediction values even for the same service and the final prediction values in fact depend on their specific context. To enable collaborative QoS prediction to work well, users must provide their observed QoS values of the services they have invoked. Based on these provided QoS values, a variety of techniques have been employed to improve the quality, especially accuracy of prediction [7, 38, 40, 41, 47, 48].

Though many achievements have been attained on the study of improving the accuracy of collaborative QoS prediction, little work has been done for protecting user privacy in this process. In fact, the observed QoS values could be a sensitive information, so users may not be willing to share them with others. For example, the observed response time reported by a user typically depends on her location [7, 38], which means that the user’s location could be deduced from the QoS information she provided. Consequently, an interesting but challenging question is whether or not a recommendation system can make accurately personalized QoS prediction for users while respecting their privacy.

In this paper, we provide a positive answer to the above question. More specifically, we propose a privacy-preserving QoS prediction framework which can protect the privacy of the users by means of encrypting their private data, that is, their observed QoS, and meanwhile can make an accurate QoS prediction in the encrypted domain by running cryptographic protocols. It should be noted that the difficulty of implementing such a framework depends on the trade off between efficiency and accuracy. Generally, complicated computation is required to improve the prediction accuracy, but it is inefficient even impractical to apply these computation in the encrypted domain. On the other hand, while realizing an efficient privacy-preserving QoS prediction is possible, the prediction accuracy may not be satisfied. By keeping this trade off in mind, we select an effective collaborative QoS prediction approach proposed by Zheng et al. in [46] which combines user-based collaborative filtering and item-based collaborative filtering to achieve better QoS prediction accuracy. As will be discussed in detail in later sections, Zheng’s approach contains a number of nonlinear computations, which makes it impractical to construct a privacy-preserving recommendation system totally based on homomorphic encryption, just as the one presented in [13]. To address this problem, we combine Yao’s garbled circuit [39] and additively homomorphic encryption [32, 10] via additively secret sharing. The main contributions of this work are two-fold:
• A complete privacy-preserving collaborative Web services QoS prediction framework is designed to bridge the gap between personalization and privacy. The prediction accuracy is guaranteed by Zheng’s approach, while the accompanied complex nonlinear computations are addressed efficiently by the delicate combination of Yao’s garbled circuit and additively homomorphic encryption.

• The privacy-preserving collaborative QoS prediction framework is implemented based on an open source framework FasterGC [19]. Various optimization techniques adopted in FasterGC enables the framework to realize quite efficient QoS prediction, thus making privacy-preserving QoS prediction not only theoretical interesting but also practical in real applications.

The remainder of this paper is organized as follows: section introduces a representative collaborative Web services QoS prediction framework and briefly reviews some cryptology techniques used to building our privacy-preserving solution. Section presents the system architecture of our privacy-preserving QoS prediction framework. In Section , we present the details of our approach, including the design of Yao’s garbled circuits for similarity calculation and QoS prediction, and the secure Top-K query. Security analysis and simulation results of the proposed framework are presented in Section and Section , respectively. Finally, Section discusses related work and Section concludes the paper.

2. Preliminaries

In this section, we first briefly introduce a representative approach for collaborative Web services QoS prediction. Then, we review some cryptology background foundations of our privacy-preserving QoS prediction framework.

2.1. Collaborative Web Services QoS Prediction

In the collaborative Web services QoS prediction, a user is required to provide the observed QoS of the services she has invoked to the recommendation system. Based on the collected QoS values, the recommendation system can predict the QoS of all available services for a user through some complicated algorithms. The more service QoS values she provides, the higher prediction accuracy can be achieved as more user features can be mined from the provided data. In [47], the authors present a typical framework of collaborative QoS prediction, which consists of three primary modules. The first module is in charge of calculating the similarity between any two users (or services) based on the QoS values provided by users. After that, for a given user (or item), a set of similar users (or items) can be identified by the second module based on the similarity values. Finally, the third module generates the predicted QoS of all available services by exploiting past service usage experiences of similar users. In practice, a user can provide her observed QoS to the recommendation system anytime and can obtain the predicted QoS of the services she is interested in anytime.

To realize the abstract functionality of the above three modules, some specific algorithms must be designed. Here, we introduce an effective approach proposed in [46] which is also served as the foundation of our work. In this approach, two types of similarity are calculated in order to improve prediction accuracy: user similarity and service similarity. In particular, the similarity between two users $u_i$ and $u_j$ are calculated based on the services they commonly
invoked using the following equations:

\[
Sim(u_i, u_{i'}) = \frac{\omega_{i,i'} \sum_{s_j \in S} (\bar{q}_{i,j} - \bar{q}_i)(\bar{q}_{i',j} - \bar{q}_{i'})}{\sqrt{\sum_{s_j \in S} (\bar{q}_{i,j} - \bar{q}_i)^2 \sum_{s_j \in S} (\bar{q}_{i',j} - \bar{q}_{i'})^2}},
\]

\[(1)\]

\[
\omega_{i,i'} = \frac{2 \times |S_i \cap S_{i'}|}{|S_i| + |S_{i'}|},
\]

\[(2)\]

where \(S = S_i \cap S_{i'}\) is the set of services that user \(u_i\) and user \(u_{i'}\) commonly invoked, \(r_{i,j}\) is the QoS value of service \(j\) observed by user \(i\), \(q_i\) is the average QoS value of all services observed by user \(u_i\), and \(\omega_{i,i'}\) is a weight to devalue the similarity between two users if they are actually not similar but happen to have similar QoS experience on a few co-invoked services.

Likewise, the similarity between two services \(s_j\) and \(s_{j'}\) are calculated as follows:

\[
Sim(s_j, s_{j'}) = \frac{\omega_{j,j'} \sum_{u_i \in U} (q_{i,j} - \bar{q}_j)(q_{i,j'} - \bar{q}_{j'})}{\sqrt{\sum_{u_i \in U} (q_{i,j} - \bar{q}_j)^2 \sum_{u_i \in U} (q_{i,j'} - \bar{q}_{j'})^2}},
\]

\[(3)\]

\[
\omega_{j,j'} = \frac{2 \times |U_j \cap U_{j'}|}{|U_j| + |U_{j'}|},
\]

\[(4)\]

where \(U = U_j \cap U_{j'}\) is the set of users who invoke both service \(j\) and service \(j'\), \(\bar{q}_j\) is the average QoS value of service \(j\) observed by different users, and \(\omega_{j,j'}\) is also a devaluation weight to improve prediction accuracy.

Note that that both \(Sim(u_i, u_{i'})\) and \(Sim(s_j, s_{j'})\) are ranging from \([-1, 1]\), and a larger value indicates that two users (or services) are more similar [46].

Based on the above similarity values, similar users can be identified by

\[
SU(u_i) = \{u_{i'} | u_{i'} \in T(u_i), Sim(u_i, u_{i'}) > 0, u_i \neq u_{i'}\},
\]

\[(5)\]

and similar services can be identified by

\[
SS(s_j) = \{s_{j'} | s_{j'} \in T(s_j), Sim(s_j, s_{j'}) > 0, s_j \neq s_{j'}\},
\]

\[(6)\]

where \(T(u_i)\) is a set of the Top-K similar users to user \(u_i\), \(T(s_j)\) is a set of the Top-K similar services to service \(s_j\), and \(Sim(u_i, u_{i'}) > 0\) (or \(Sim(s_j, s_{j'}) > 0\)) excludes the dissimilar users (or services) with negative similarity values.

To predict the QoS value of service \(s_j\) observed by user \(u_i\), one way is to make use of the similar users to user \(u_i\) through the following equation:

\[
P_u(q_{i,j}) = \bar{q}_i + \frac{\sum_{u_{i'} \in SU(u_i)} Sim(u_i, u_{i'}) (q_{i',j} - \bar{q}_{i'})}{\sum_{u_{i'} \in SU(u_i)} Sim(u_i, u_{i'})},
\]

\[(7)\]

and the other way is to make use of the similar services to service \(s_j\) as follows:

\[
P_s(q_{i,j}) = \bar{q}_j + \frac{\sum_{s_{j'} \in SS(s_j)} Sim(s_j, s_{j'}) (q_{i,j'} - \bar{q}_{j'})}{\sum_{s_{j'} \in SS(s_j)} Sim(s_j, s_{j'})}.
\]

\[(8)\]
As proved in [46], these two ways can be combined together to improve the accuracy of QoS prediction. Specifically, the final predicted value $P(q_{i,j})$ is a weighted sum of $P_u(q_{i,j})$ and $P_s(q_{i,j})$ defined by:

$$P(q_{i,j}) = \omega_u P_u(q_{i,j}) + \omega_s P_s(q_{i,j}),$$  \hspace{1cm} (9)

where $\lambda$ is an adjustable parameter to control the contribution of the two prediction ways to the final predicted QoS value, $c_u$ and $c_s$ are confidence weights defined as follows:

$$c_u = \frac{\sum_{u_{i'} \in SU(u_i)} \text{Sim}(u_i, u_{i'}) \text{Sim}(u_i, u_{i'})}{\sum_{u_{i'} \in SU(u_i)} \text{Sim}(u_i, u_{i'})},$$  \hspace{1cm} (12)

$$c_s = \frac{\sum_{s_{j'} \in SS(s_j)} \text{Sim}(s_j, s_{j'}) \text{Sim}(s_j, s_{j'})}{\sum_{s_{j'} \in SS(s_j)} \text{Sim}(s_j, s_{j'})}.$$  \hspace{1cm} (13)

### 2.2. Cryptology Background

#### 2.2.1. Security Definition Under Semi-honest Models

In this paper, we assume that all operations are done under the semi-honest model, which means that everyone follows a pre-defined protocol, but may use the results and intermediate knowledge that she can obtain during the execution of the protocol to deduce additional information of others’ data. According to [4, 16], we give a formal definition of security as follows.

Consider an ideally privacy-preserving implementation of a recommendation algorithm, in which a trusted third party $T$ runs the algorithm on the inputs of all users to yield the outputs for the users. After that, $T$ sends the corresponding output to each user and deletes all the data. Clearly, one cannot devise a more private protocol. Now a secure multiparty protocol $P$ for the algorithm is private if any attack against $P$ can be converted to an attack against ideal implementation, and these two attacks have roughly the same success rate and the same time-complexity. Given a protocol $P$, if all intermediate messages sent and received by a corrupted party can be simulated efficiently based on the input and output of $P$, then $P$ is secure.

#### 2.2.2. Additively Secret Sharing

A value $x$ is additively secret shared between two parties $A$ and $B$ if $A$ holds a random number $x_1$ sampled from a sufficiently large domain, $B$ holds $x_2$, and $x_1 + x_2 = x$. For brevity, hereafter we let $[x]$ denote additive secret sharing of $x$.

#### 2.2.3. Yao’s Garbled Circuits
Yao’s protocol [39, 27] (a.k.a garbled circuits) allows two semi-honest parties respectively holding inputs \(x\) and \(y\), to evaluate an arbitrary function \(f(x, y)\) without leaking any information about their inputs beyond what can be deduced by the function output. The basic idea is that one party (the garbled-circuit constructor) constructs a garbled version of a circuit to compute \(f\), while the other party (the garbled-circuit evaluator) then obliviously computes the output of the circuit without learning any intermediate values.

The protocol starts with a boolean circuit evaluating \(f\). To each wire \(w_i\) of the circuit, the constructor associates two random cryptographic keys \(k_{w_i}^0\) and \(k_{w_i}^1\), which are respectively corresponded to the bit-values \(b_i = 0\) and \(b_i = 1\). For each binary gate \(g\), with input wires \((w_i, w_j)\) and output wire \(w_k\), the constructor first computes four values

\[
E_{(k_{w_i}^{b_i}, k_{w_j}^{b_j})}^{g(b_i, b_j)}, b_i, b_j \in \{0, 1\},
\]

and then sends them to the evaluator party in random orders. Given the pair of keys corresponding to input wires of a binary gate, the evaluator can recover the key of the output wire by decrypting the values. It is worth noting that only the value \(k_{w_k}^{g(b_i, b_j)}\) can be obtained, and that no other output values can be recovered for the corresponding gate. For a given function \(f(x, y)\), the parties first compile it to a boolean circuit. Then, the constructor garbles the circuit by providing each gate four ciphertexts. These values are then send to the evaluator.

The only problem is how the evaluator obtains the corresponding keys to each input wire of the circuit. The real inputs are holding by two parties independently. To the values holding by the constructor, she can directly send the appropriate keys to the evaluator. To the values holding by the evaluator, a cryptology tool called 1-out-of-2 oblivious transfer [34, 14] can be used to enable the evaluator to obtain the desired keys without leaking her private information. Once obtaining the keys corresponding to all the input wires, the evaluator can locally compute the garbled circuit gate-by-gate. This protocol also enables the evaluator to obtain the final output by simply modifying the output values using the real bit-values.

Beginning with [28], there are many efficient implementations of Yao’s protocol [6, 18, 26, 33, 19, 25]. In [5], the authors present a very good overview of garbled circuits. These efforts are good candidates serving as subroutine for large privacy-preserving protocols. In fact, most subroutines require shared output. In our framework, we need the output additively shared between two parties. Assume both parties want to use Yao’s protocol to obtain \(\lceil f(x, y) \rceil\). We use a simple method to do this. Let the constructor first generates a random number \(r\) from a sufficiently large domain, then she constructs a boolean circuit for calculating \(f'(x, y)\), such that \(f'(x, y) = f(x, y) - r\). She uses \(r\) as output, and the other party uses the calculating result \(f'(x, y)\) as output.

In our framework, Yao’s garbled circuit is implemented based on FasterGC [19], which is a Java-based open-source framework that enables developers to compute arbitrary circuits using elementary XOR, OR and AND gates. This framework includes several optimizations. First, the communication and computation cost for XOR gates in the circuits is significantly reduced using the "free XOR" techniques [23]. Second, it gives a 1/4 communication saving for the communication cost of 2-fan-in non-XOR gates by using the garbled-row reduction technique [33]. Third, FasterGC implements the Oblivious Transfer (OT) extension [20] which can execute a practically unlimited number of transfers at the cost of \(k\) OTs where \(k\) is a (statistical) security parameter, and several symmetric-key operations per additional OT. Fi-
nally, FasterGC contains many improved computing modules designed by [24] to use as many as "free XOR" gates. These optimizations enable FasterGC to be the fastest implementation of Yao’s garbled circuit currently.

2.2.4. Additively Homomorphic Encryption

Given a key pair \((E, D)\) and a message \(m\) in \(Z_N^*\), \(e = E(m)\) denotes an encryption of the plaintext \(m\), and \(d = D(e)\) denotes the decryption of the ciphertext \(e\). A cryptosystem is additively homomorphic if \(D(E(m_1) \times E(m_2)) = m_1 + m_2\) and there exists an efficient re-randomization procedure that takes in a valid encryption \(E(m)\) and outputs a random encryption of \(m\) such that even an adversary with infinite power cannot deduce how the message \(m\) was computed. There are many practical additively homomorphic encryption systems, such as Paillier [32] and DGK [10]. In this paper, we use the Paillier cryptosystem to encrypt the input data of the users and to construct a cryptology protocol to query the Top-K users. The main idea behind Paillier scheme is given below:

The encryption of a message, \(m \in Z_N\), by using Paillier scheme is defined as

\[
E(m, r) = g^m \times r^N \mod (N^2),
\]

where \(N\) is a product of two large prime numbers \(p\) and \(q\), \(g\) generates a subgroup of order \(N\), and \(r\) is a random number in \(Z_N^*\). The public key is \((N, g)\) and the private key is \((p, q)\). The additively property of the Paillier cryptosystem can be easily verified as shown below:

\[
E(m_1, r_1) \times E(m_2, r_2) = (g^{m_1} \times r_1^N) \times (g^{m_2} \times r_2^N) \mod (N^2) = g^{m_1 + m_2} \times (r_1 \times r_2)^N \mod (N^2) = E(m_1 + m_2, r_1 \times r_2).
\]

Yao’s garbled circuit and homomorphic encryption are both effective tools for constructing secure protocols. Considering the characteristic of collaborative QoS prediction, we design a privacy-preserving version by combining Yao’s garbled circuit and additively homomorphic encryption via additively secret sharing.

2.2.5. Example

We introduce a simple example here to illustrate the usage of the above cryptology techniques. Suppose that we want to calculate a simple function \(f(d_1, d_2) = d_1 d_2\) without leaking \(d_1\) and \(d_2\) to anyone. A solution based on the techniques discussed above is as follows. First, we assume there are two roles, constructor and evaluator, in the subsequent computation. Then, both \(d_1\) and \(d_2\) are additively secret shared between the constructor and the evaluator as follows:

- \(d_1\) and \(d_2\) are encrypted by the public key of the evaluator and given to the constructor;
- the constructor randomly generates two numbers \(r_1\) and \(r_2\), computes \(E(d_1) \times E(r_1)\) and \(E(d_2) \times E(r_2)\), and sends the corresponding results \(E(d_1 + r_1)\) and \(E(d_2 + r_2)\) to the evaluator;
- the evaluator decrypts the ciphertext by her private key and obtains the plaintext \(d_1 + r_1\) and \(d_2 + r_2\).
• now, the constructor holds \(-r_1\) and \(-r_2\), and the evaluator holds \(d_1+r_1\) and \(d_2+r_2\), so \(d_1\) and \(d_2\) are both additively secret shared as \(-r_1+(d_1+r_1) = d_1\) and \(-r_2+(d_2+r_2) = d_2\).

![Figure 1. A simple circuit for secure multiplication](image)

After that, the constructor and the evaluator cooperatively construct a garbled circuit with respective inputs \((-x_1, -x_2)\) and \((d_1+x_1, d_2+x_2)\). Fig. 1 is a conceptual view of this circuit, which consists of three basic circuits: two ADD circuits to realize the additive of two numbers and one MUL circuit to realize the multiplication of two numbers. Each ADD circuit takes as input one data from the constructor (e.g., \(-x_1\)) and one data from the evaluator (e.g., \(d_1+x_1\)), and generates the corresponding sum which is encoded as part of the garbled-circuit computation (e.g., \(g(d_1)\), though in the figure we still use \(d_1\)). Then, the MUL circuit takes the outputs of the two ADD circuits as its input and generates the corresponding product. Note that the final result of a garbled circuit could be in the form of inner encoding (e.g., \(g(d_1d_2)\)) which can be handled by other circuits, or in the form of plaintext (e.g., \(d_1d_2\)) so that it can be understood by other applications. Note also that the final result is held by the evaluator according to the realization of garbled circuits.

3. System Architecture

This section gives an overview of our approach which actually can be regarded as a privacy-preserving version of the collaborative QoS prediction framework described in Section . As shown in Fig. 2, there are three roles in our framework:

- **Users**: Users are the consumers of various Web services including the crypto service mentioned below. They are required to provide the observed QoS values of services they have invoked to a recommendation system, and, as a reward, they can obtain recommendations especially QoS prediction of unknown Web services from the recommendation system.

- **Recommendation System (RS)**: RS has a business interest in generating recommendations especially QoS prediction for the users.

- **Crypto Service Provider (CSP)**: CSP is a third party who has a business interest in providing cryptographic service. She has private keys for the Paillier cryptosystem.

All the above roles are assumed to be semi-honest. The goal of our framework is to make QoS prediction for the users without leaking any piece of the private information about
them. As a preliminary step of privacy-preserving collaborative QoS prediction, users need to encrypt their observed QoS values by the public key of CSP before sending them to RS. More specifically, if user $u_i$ has invoked service $s_j$ and observed a QoS value $q_{i,j}$, she needs to send the encrypted values $E(q_{i,j})$ and $E(-q_{i,j})$ to RS. Besides, she needs to send RS $E(-\bar{q}_i)$ where $\bar{q}_i$ is the average observed QoS value of all services she has invoked. Recall that RS does not have the corresponding decryption key, so RS cannot access the sensitive data of user $u_i$.

As mentioned in Section , a typical recommendation system for QoS prediction has three modules: similarity computation, find similar users and services, and QoS prediction. In our framework, every module is endowed with the ability of privacy-preserving through the combination of Yao’s garbled circuits and homomorphic encryption. More specifically, given a user $u$ who wants to know a predicted QoS of service $s$, RS and CSP will cooperatively construct a garbled circuit which can compute the similarity values between $u$ and other users as well as the similarity values between $s$ and other services based on the encrypted data provided by users. The outputs of this garbled circuit, that is, similarity values, are given to the secure Top-K protocol cooperatively run by RS and CSP to generate the Top-K similar users to $u$ and Top-K similar services to $s$. The secure Top-K are implemented based on homomorphic encryption and a special garbled circuit called comparison circuit. Based on these similar users and similar services, RS and CSP will cooperatively construct again a garbled circuit to calculate the expected QoS of $s$ observed by $u$. All the intermediate results are in the form of either ciphertext or the inner encoding of garbled-circuit computation, and therefore are kept secret to both RS and CSP.

Theoretically, the above computation can be performed after RS receives a query from
a user. In practice, however, we notice that this computation can be carried out during the idle time of RS and PSP even before any user asks for prediction. That is, though the privacy-preserving version is somewhat time-consuming especially compared with the original version of collaborative QoS prediction, a user will receive prediction from RS shortly after her request without any delays.

4. Privacy-Preserving QoS Prediction

In this section, we present the specific design of our privacy-preserving QoS prediction framework. Section introduces the details of garbled circuits for the calculation of user similarity and service similarity. Section explains the secure Top-K query which can find Top-K similar users and services in an encrypted domain, and finally Section gives the garbled circuits for the final QoS prediction.

4.1. Similarity Calculation

4.1.1. Circuit Composition

The similarity calculation through formula 1 and formula 3 requires the combination of multiple basic operations including additive, multiplication, division and square root. The latest version of FasterGC library does not support multiplication, division and square root, so we first extend it by providing several modules to implement these operations. In [30], the authors present a good overview of implementation of these modules. Multiplication can be implemented by using the Karatsuba algorithm [22], where the cost of multiplying two k-bit is at most \(3k^{\log_2 3}\) single digit operations. Considering that \(k\) is very short in the context of QoS prediction, we implement the multiplication using standard school method, which costs \(k^2\) bit operations. The division is also implemented by standard school method. The square root implementation is realized using an iterative but data-agnostic method presented in [9].

![Fig. 3. Conceptual view of SoP circuit. Its input is two vectors \(X = [x_1, x_2, \ldots, x_K]\) and \(Y = [y_1, y_2, \ldots, y_K]\). Its output is their dot product \(\sum_{k=1}^{K} x_k y_k\).](image)

Based on these basic operations, we can construct a composite circuit to calculate similarity. Note that, formula 1 and formula 3 have the following common structure:

\[
\frac{\omega \sum X Y}{\sqrt{\sum X^2 \sum Y^2}}
\]  

(16)
where $X = \{x_1, x_2, \cdots, x_K\}$ and $Y = \{y_1, y_2, \cdots, y_K\}$ are two vectors and $\omega$ is a real number. As $\sum XY$ is an important kind of computation here, we first construct a composite circuit $\text{SoP}$ (Sum of Product). Fig. 3 shows the conceptual view of a $\text{SoP}$ circuit which consists of $K$ MUL circuits and $K - 1$ ADD circuits. The $k^{th}$ MUL circuit generates $x_ky_k$ by taking $x_k$ and $y_k$ as its input. The $k^{th}$ ADD circuit produces the sum of the output of its directly previous ADD circuit and the output of $k^{th}$ MUL circuit. It is easy to verify that the output of the last ADD circuit is $\sum_{k=1}^{K} x_ky_k$.

![Conceptual view of SIM circuit](image)

**Fig. 4. Conceptual view of SIM circuit.** Its input is one real number $\omega$ and two vectors $X$ and $Y$. Its output is $\frac{\omega \sum XY}{\sqrt{\sum X^2 \sum Y^2}}$.

The composite circuit $\text{SIM}$ for similarity computation is shown in Fig. 4. The numerator in formula 16 is the output of a MUL circuit whose input is the real number $\omega$ and the output of a $\text{SoP}$ circuit that computes $\sum XY$. The denominator in formula 16 is generated by a SQR circuit which computes the square root of the output of a MUL circuit that multiplies $\sum XX$ and $\sum YY$ generated by two $\text{SoP}$ circuits. By assigning proper values to $X$ and $Y$, the $\text{SIM}$ circuit can calculate the similarity defined in formula 1 and formula 3.

Before discussing the assignment of $X$ and $Y$, we note that Yao’s garbled circuits only support computation for integers, so it may cause severe loss of accuracy when conducting division or square root. To overcome this shortcoming, we use fixed-point representation of floats with a $\lambda$-bit fractional part where the integer $d$ represents a float $2^{\lambda}d$. In particular, we have:

1. Division: $a/b = a \cdot 2^\lambda/b$
2. Square root: $\sqrt{a} = \sqrt{a} \cdot 2^{2x}$

### 4.1.2. Input Preparation

If privacy issue does not need to be taken into account, the assignment of $X$ and $Y$ for the computation of $\text{Sim}(u_i, u_i')$ would be quite easy by letting $x_j$ be $q_{i,j} - \bar{q}_i$, $y_j$ be $q_{i',j} - \bar{q}_i'$ and $K$ be $|S|$. However, neither RS nor CSP can completely hold $q_{i,j} - \bar{q}_i$ (or $q_{i',j} - \bar{q}_i'$) by
herself as this will lead to information leakage about the sensitive data of users. It is therefore necessary to make $q_{i,j} - \bar{q}_j$ and $q_{i',j} - \bar{q}_{i'}$ be additively secret shared between RS and CSP.

The additively secret sharing of $q_{i,j} - \bar{q}_j$ can be achieved as follows. As RS knows $E(q_{i,j})$ and $E(-\bar{q}_j)$, she can compute $E(q_{i,j} - \bar{q}_j)$ which equals to $E(q_{i,j}) \times E(-\bar{q}_j)$. Then, RS randomly generates a number $r_j$, and sends $E(q_{i,j} - \bar{q}_j + r_j)$ to CSP who can decrypt this value using her private key. Then, as shown in Fig. 5, RS and CSP can cooperatively construct for each service $s_j \in S$ an ADD circuit with respective inputs $-r_j$ and $q_{i,j} - \bar{q}_j + r_j$. The output of this circuit is $g(q_{i,j} - \bar{q}_j)$, that is, the inner encoding of $q_{i,j} - \bar{q}_i$ in the garbled-circuit computation, which can be safely assigned to $x_j$. Note that the purpose of using the random number $r_j$ is to mask the private value $q_{i,j} - \bar{q}_i$, so this random number must be sampled from a sufficiently large domain to achieve statistical security. In general, for an $l$-bit number, choosing $r$ as a random $(l + \sigma)$-bit integer suffices to give statistical security $O(n \times 2^{-\sigma})$. Likewise, $q_{i',j} - \bar{q}_{i'}$ can be additively secret shared and $g(q_{i',j} - \bar{q}_{i'})$ can be safely assigned to $y_j$.

\[
\sum_{s_j \in S} (q_{i,j} - \bar{q}_j)(q_{i',j} - \bar{q}_{i'})
\]

Fig. 5. Procedure of generating input for the SIM circuit to compute user similarity

Though user similarity and service similarity have quite similar definitions (see formula 1 and 3), it is much more difficult to realize the additively secret sharing of $q_{i,j} - \bar{q}_j$ for each user $u_i \in U$ as no one knows the values of $\bar{q}_j$. To address this problem, we first note that:

\[
\bar{q}_j = \sum_{u_k \in U_j} q_{k,j} \frac{|U_j|}{|U_j|},
\]

by which $q_{i,j} - \bar{q}_j$ can be rewritten as follows:

\[
q_{i,j} - \bar{q}_j = \frac{q_{i,j}|U_j| - \sum_{u_k \in U_j} q_{k,j}}{|U_j|}.
\]

Also note that RS holds $|U_j|$, $E(q_{i,j})$, and $E(-q_{k,j})$ for every user $u_k \in U_j$, based on which RS can calculate by herself the encrypted value of the numerator:

\[
E(q_{i,j}|U_j| - \sum_{u_k \in U_j} q_{k,j}) = E(q_{i,j})|U_j|^{-1} \prod_{u_k \in U_j} E(-q_{k,j})
\]

Through the above operation, RS now holds the ciphertext and plaintext of the numerator and the denominator in formula 18, respectively. Then, RS generates a random number $r_i$ in a sufficiently large domain and sends $E(q_{i,j}|U_j| - \sum_{u_k \in U_j} q_{k,j} + r_i)$ to CSP who can
also decrypt this value using her private key. Finally, as shown in Fig. 6, RS and CSP cooperatively construct for each user \( u_i \in U \) a DIV circuit with respective inputs \(-r_i\) and \( q_{i,j} |U_{s_j}| - \sum_{u_k \in U_{s_j}} q_{k,j} + r_i\). The output of this circuit is in the form of \( g(q_{i,j} - \bar{q}_j) \) and can be safely assigned to \( x_i \). A similar procedure can be applied to the calculation of \( q_{i,j'} - \bar{q}_{j'} \) and \( y_i \) can be set accordingly.

### 4.1.3. Output Processing

As shown in Fig. 4, the output of the SIM circuit is a similarity value, which is also a kind of sensitive information of users and thus cannot be revealed to neither RS nor CSP. Note again that its inner encoding \( g(\text{Sim}) \) is a part of garbled-circuit computation and is therefore privacy-preserving. In order to facilitate later secure Top-K query, however, we also make it additively secure shared between RS and CSP. For each similarity value \( \text{Sim}_k \), RS provides a random number \( r_k \) generated from a sufficient large domain. An ADD circuit is then created, which takes \( r_k \) and \( g(\text{Sim}_k) \) as input and generates \( \text{Sim}_k' = r_k + \text{Sim}_k \). Consequently, RS holds \(-r_k\) and CSP holds \( \text{Sim}_k' \), and these two values are also called two additive shares of \( \text{Sim}_k \).

### 4.2. Secure Top-K Query

To generate the final prediction, the similarity values between a specific user (or service) and the Top-K similar users (or services) should be calculated. Recall that the similarity values have been shared between RS and CSP, so the problem is equivalent to the following. Two participants RS and CSP additively share an \( n \)-dimensional vector \( ([a_1], \cdots, [a_n]) \) and want to obtain the Top-K values \( ([a_{t_1}], \cdots, [a_{t_k}]) \). A naive solution is to directly use the Comparison circuit [19] to compare the elements in the input vector, and then select the desired elements. This process seems to be secure, but in fact it is not. When the parties invoke the Comparison circuit, the comparison result will reveal to both parties, and this will lead to substantial information leakage about users. To deal with this problem, we first let two participants engage a shuffle protocol on input vector, and the output of this protocol is a new \( n \)-dimensional vector \( ([a_{\pi_1}], \cdots, [a_{\pi_n}]) \), where \( \pi(\cdot) \) is a random permutation key where neither of the participants knows it. Suppose that \( a_{t_1}^1 \) denotes the part of \( a_t \) hold by RS and \( a_{t_1}^2 \) is hold by CSP. The shuffle protocol is given as follows.
1. CSP generates a public-private keypair \((E, D)\) for a homomorphic encryption scheme. CSP encrypts her shares of \((a_1, \ldots, a_n)\) to generate the encrypted sequence \(W = (w_1, \ldots, w_n)\), \(w_i = E(a^2_i)\), and then she sends RS the sequence \(W\) and the public key \(E\).

2. RS generates a random sequence \(R = (r_1, \ldots, r_n)\) over a sufficient large domain and a random permutation \(\pi_1\) of \(n\) numbers. She encrypts her sequence \(R\) to obtain \(U = (u_1, \ldots, u_n)\), \(u_i = E(r_i)\), and then she multiplies the components of the sequences \(W\) and \(U\) to obtain \(V = (v_1, \ldots, v_n)\), where \(v_i = w_i * u_i\). RS computes \(V' = (v'_{\pi_1(1)}, \ldots, v'_{\pi_1(n)})\) and sends it to CSP.

3. CSP decrypts the components of \(V'\) to get \((a^2_{\pi_1(1)} + r_{\pi_1(1)}), \ldots, a^2_{\pi_1(n)} + r_{\pi_1(n)})\).

4. RS outputs \((a^1_{\pi_1(1)} - r_{\pi_1(1)}), \ldots, a^1_{\pi_1(n)} - r_{\pi_1(n)})\).

5. RS and CSP exchange the roles, and execute the above process again.

By executing this protocol, neither of the parties knows the order of the new sequence. Thus, revealing which elements in the new sequence \((\|a_{\pi_1(1)}\|, \ldots, \|a_{\pi_1(n)}\|)\) have larger values will not leak any sensitive information. Now the secure Top-K query problem can be converted to the classic Top-K query in which the data is held by one party, as we can use a Comparison circuit to replace comparison operations. In [8], two efficient solutions with \(O(n)\) computation complexity can be used to search the \(K\)-th ranked element, and we can directly use any of them with post comparing each element with the \(K\)-th ranked element to finish the Top-K query. In addition, a simply method which required \(K\) rounds query the largest element can also be applied when \(K\) is small enough. Once the query process finishes, two participants can easily select the shares \(\text{Sim}_{w_i, u_i'}\), where user \(u_i'\) is one of the Top-K similar user to \(u_i\).

As seen in formula 7, the computation of \(P_s(q_{i,j})\) also requires the value of \(q_{i,j'} - \bar{q}_{i'}\) for each user \(u_i' \in SU(u_i)\). This also should be addressed in the secure Top-K query because we cannot identify which services belong to \(SU(u_i)\) only based on similarity values and thus cannot determine the value of \(q_{i,j'} - \bar{q}_{i'}\) after secure Top-K query. We present here an efficient solution based on data binding. First recall that \(q_{i,j'} - \bar{q}_{i'}\) has already been additively secret shared between RS and CSP after the computation of formula 1 (see Fig. 5), that is, RS holds \(r_{i'}\) and CSP holds \(q_{i,j'} - \bar{q}_{i'} + r_{i'}\). Then, the share \([\bar{q}_{i,j'} - \bar{q}_{i'}]\) can be bound with the corresponding similarity share \([\text{Sim}(u_i, u_i')]\) to engage in the above shuffle protocol. By using the Comparison circuit to obtain the positions of Top-K similarity shares, RS and CSP can obtain the desired shares of \(\text{Sim}(u_i, u_i')\) and \(q_{i,j'} - \bar{q}_{i'}\) directly.

The same idea can be applied to the computation of \(P_s(q_{i,j})\) which requires the value of \(q_{i,j'} - \bar{q}_{j'}\) for each service \(s_{j'} \in SS(s_j)\). One notable difference here, however, is that after the computation of formula 3, the value \(q_{i,j'} - \bar{q}_{j'}\) is only hold by CSP in the form of inner coding of garbled-circuit computation (see Fig. 6). Therefore, RS needs to generate a random number \(r_{j'}\) and then cooperates with CSP to construct an ADD circuit to generate \(q_{i,j'} - \bar{q}_{j'} + r_{j'}\) which is then given to CSP.

4.3. QoS Prediction

We are in the position to make the final QoS prediction which is also achieved by a composite garbled circuit whose general structure is depicted in Fig. 7. We first note that the Top-K
similar users (or services) returned by the secure Top-K query may actually contain some dissimilar users (or services) as their similarity values are negative. That is, the secure Top-K only returns $T(u_i)$ rather than $SU(u_i)$ for user $u_i$ (see formula 5), but $SU(u_i)$ is required in formulae for QoS prediction. Instead of directly filtering these dissimilar users (or services), we introduce another garbled circuit to set negative similarity values to 0 so that formulae for QoS prediction can be correctly done on $T(u_i)$. As shown in Fig. 8, an ADD circuit is used to compute $Sim_k$ which is additively secret shared, and then a MUX circuit is used to set negative $Sim_k$ to 0. Given a MUX circuit which has two normal inputs, say $x$ and $y$, and one special input called control bit $b$, its output is determined by the control bit $b$: if $b = 1$, then the output is $x$; otherwise, the output is $y$. In our circuit, the control bit is assigned with the sign of $Sim_k$ which equals to 0 if $Sim_k < 0$ and 1 otherwise.

Note that the procedures of computing $\omega_u P_u(q_{i,j})$ and $\omega_s P_s(q_{i,j})$ are the same, so only the procedure of computing $\omega_u P_u(q_{i,j})$ is shown in Fig. 7 due to limited space. The input of this computation is two vectors: $X = [x_1, \cdots, x_{|SU(u_i)|}]$, $Y = [y_1, \cdots, y_{|SU(u_i)|}]$ where $x_i' = Sim(u_i, u_i')$, $y_i' = q_{i',j} - \bar{q}_{i',i'} \in SU(u_i)$. Note that both $x_i'$ and $y_i'$ are additively secret shared between RS and CSP, so they need to cooperatively construct an ADD circuit to generate $x_i'$ or $y_i'$. The circuit $mADD$ computes the sum of all elements in a vector. For formula 7, one addend $\tilde{q}_i$ can be generated by an ADD circuit whose inputs are $-r_i$ hold by RS and $\tilde{q}_i + r$ hold by CSP, while the other addend can be generated by the composition

![Fig. 7. Conceptual view of QoS prediction circuit](image-url)
of SoP, mADD and DIV circuits. For formula 8, the generation of the addend \( \bar{q}_j \) is more complicated because RS does not hold \( E(\bar{q}_j) \). To address this problem, CSP and RS holding \( E(q_{i,j}) \) first can cooperatively construct an ADD circuit to generate \( g(q_{i,j}) \). Then, they can construct a SUB circuit to generate \( g(\bar{q}_j) \) as CSP holds \( g(q_{i,j} - \bar{q}_j) \). The computation of \( g(\omega_u) \) is straightforward and the corresponding procedure is shown in the right part of Fig. 7. One notable point is that RS knows \( \lambda \), so this value can be directly given to a circuit.

The final prediction value \( P(q_{i,j}) \) is also a kind of private user information, so it should be kept secret to both RS and CSP. A simple method is to divide \( P(q_{i,j}) \) into two random shares. Instead of using additively secret sharing, XOR gate is used here as its overhead is nearly free. Specifically, RS generates and holds a random number \( r \) and CSP holds \( P(q_{i,j}) \oplus r \) which is the output of the QoS prediction circuit. After that, RS and CSP send these shares to the user who can easily obtain the final QoS prediction value by executing exclusive-or operation on the shares she has just received.

5. Security Analysis

There are three kinds of participants in our framework: Users, RS and CSP. The messages received by each kind of participant during recommendation process are listed as follows.

- **Users**: The users who want to know the QoS of a particular service receive two random shares at the end of recommendation.

- **RS**: RS receives several encrypted data from the users before making prediction, some information during the running of Yao’s garbled circuits, and some information during the secure Top-K query.

- **CSP**: CSP receives some information during the running of Yao’s garbled circuits as well as the output of each circuit, and some information during the secure Top-K query.

To the users, the final prediction values are the final output of our framework, so they can efficiently simulate the random shares by generating numbers from the same domain. To RS and CSP, except for the process of executing Yao’s garbled circuits and secure Top-K query, the only information revealed to them is either ciphertext or random shares. Clearly, this kind of information does not contain any privacy data, and we can simulate them by simply generating random numbers. In [27], the authors present a formal security proof for Yao’s garbled circuits, which ensures the message received during the process of running Yao’s
garbled circuits will not cause any information leakage. During the process of secure Top-K query, two participants received some comparison results. However, the comparisons occur behind executing shuffling, so the comparison results do not contain any sensitive information.

6. Experiments

In this section, we present the complexity analysis and performance results of our privacy-preserving QoS prediction framework. We first note that a real Web services QoS dataset is available in [45], which includes QoS values of 5,825 real-world Web services observed by 339 users. This dataset is quite useful when studying the accuracy of QoS prediction. In this paper, however, our objective is to provide a privacy-preserving QoS prediction, so we focus on computational complexity rather than accuracy. In particular, the prediction accuracy of our framework is the same as that of non-privacy-preserving version presented in [46]. In terms of computational complexity, 339 users is too small to study the performance of our approach, so we create a synthetic dataset with $M = 10,000$ users and $N = 10,000$ services. Our framework is implemented in Java and tested on two computers (with Inter Xeon E5-2609 2.4GHz, 8GB RAM, Ubuntu Linux 12.04, and JRE 1.7) connected through a 100 Mbps LAN. The parameters used for the experiments are listed in Table 1. Note that, the runtime performance of our framework is affected by $|U|$ and $|S|$ (see formulae 1 and 3), which are actually changes as users provide new observed QoS values. In our experiments, however, we consider fixed $|U|$ and $|S|$ to make our results comparable. Specifically, we introduce two parameters $\alpha$ and $\beta$ such that $|U| = \alpha M$ and $|S| = \beta N$.

6.1. Complexity analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>$M$</td>
<td>5000</td>
</tr>
<tr>
<td>Number of services</td>
<td>$N$</td>
<td>5000</td>
</tr>
<tr>
<td>Common user ratio</td>
<td>$\alpha$</td>
<td>0.02</td>
</tr>
<tr>
<td>Common service ratio</td>
<td>$\beta$</td>
<td>0.02</td>
</tr>
<tr>
<td>Bit size of QoS value</td>
<td>$L$</td>
<td>20</td>
</tr>
<tr>
<td>Top-K similar users or services</td>
<td>$K$</td>
<td>50</td>
</tr>
<tr>
<td>matrix density</td>
<td>$\zeta$</td>
<td>10%</td>
</tr>
<tr>
<td>Message space of the cryptosystem</td>
<td>$n$</td>
<td>1024 bits</td>
</tr>
<tr>
<td>security parameter</td>
<td>$r$</td>
<td>80 bits</td>
</tr>
</tbody>
</table>

As the primary overheads of our framework comes from cryptographic operations and circuits execution, we give an analysis for each of them as follows.

Table 2 summaries the computation and communication complexity of cryptographic operations required in our framework. To prepare the input for the garbled circuits of similarity calculation, RS needs to execute $O(M|S| + N|U|)$ times encryption on random numbers and executes $O(M|S| + N|U|)$ times multiplication and $O(N|U|)$ times exponentiation on ciphertext. After that, she sends these ciphertext to CSP, which costs $O(M|S| + N|U|)$ communication overheads. Meanwhile, CSP needs to receive these ciphertext from RS, so
the communication overheads is also $O(M|S| + N|U|)$. Besides, CSP needs to decrypt these ciphertext to obtain the shares of the input of garbled circuits for similarity computation, which costs $O(M|S| + N|U|)$ times decryption. In the secure Top-K query, both RS and CSP need $O(M + N)$ times encryption and decryption, and the data transfer between them requires $O(M + N)$ communication overheads. To the users, the main overheads is to encrypt their private data and transfer the ciphertext to RS. The computation and communication overheads are both $O(M + N)$. Note that, $M$ and $N$ have the same contribution to the computation and communication complexity, and this was also verified by our experiments, so we only report the experimental results for the effect of $M$ on our framework in this paper due to limited space.
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**Fig. 9.** Number of "Non-free" gates required in different steps of the proposed framework

![Figure 10](image10.png)

**Fig. 10.** $\alpha$'s effect on the number of "Non-free" gates required in the similarity calculation

The number of "Non-free" gate is an important metric to measure the overhead of Yao’s garbled circuits [19]. Table. 2 summaries the number of "Non-free" gates required in different steps of our framework. The main overheads in the process of similarity computation is the execution of $O(M|S| + N|U|)$ MUL and ADD circuits, which requires $O((L^2 + L)(M|S| + N|U|))$ "Non-free" gates. In the secure Top-K query, $O(M + N)$ ADD and COM circuits are required, which costs $O((M + N)L)$ "Non-free" gates. The garbled circuits for QoS prediction requires $O(K)$ ADD, MUL and DIV circuits, so the corresponding "Non-free" gate is $O(K(L^2 + L))$. Fig. 9 depicts the number of "Non-free" gates required in different steps. Clearly, most "Non-free" gates are consumed by similarity calculation. Besides, the number of "Non-free" gates required by similarity calculation and secure Top-K query increases as the number of users increases, but QoS prediction only needs nearly constant number of "Non-free" gates, which coincides with the conclusion presented in Table 2. Since most "Non-free"

<table>
<thead>
<tr>
<th></th>
<th>RS</th>
<th>CSP</th>
<th>Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>$O(M</td>
<td>S</td>
<td>+ N</td>
</tr>
<tr>
<td>D</td>
<td>$O(M + N)$</td>
<td>$O(M</td>
<td>S</td>
</tr>
<tr>
<td>Mul</td>
<td>$O(M</td>
<td>S</td>
<td>+ N</td>
</tr>
<tr>
<td>Exp</td>
<td>$O(N</td>
<td>U</td>
<td>)$</td>
</tr>
<tr>
<td>C</td>
<td>$O(M</td>
<td>S</td>
<td>+ N</td>
</tr>
</tbody>
</table>
gates are spent on similarity calculation, we also conduct experiments to study the effect of other variable parameters on the number of "Non-free" gates required in similarity calculation. From Fig. 10, we can see that the number of "Non-free" gates increases almost linearly as $\alpha$ increases no matter how many users and services are taken into account (e.g., the red line represents the case where there are 2,000 users and 2,000 services). The results shown in Fig. 11 are also in accord with our theoretical analysis.

6.2. Runtime Performance

<table>
<thead>
<tr>
<th>Step</th>
<th>&quot;Non-free&quot; gates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similarity Calculation</td>
<td>$O((L^2 + L)(M</td>
</tr>
<tr>
<td>Secure Top-K query</td>
<td>$O((M + N)L)$</td>
</tr>
<tr>
<td>QoS Prediction</td>
<td>$O(K(L^2 + L))$</td>
</tr>
</tbody>
</table>

Fig. 12 depicts the average runtime of different steps of our framework for predicting one QoS value over 10 runs. Again, we can see that most time are spent on similarity calculation,
but the required time is still linear in the number of users in the recommendation system. Fig. 13 and Fig. 14 show \( \alpha \)'s and \( L \)'s effects on the average runtime of similarity calculation, respectively. Clearly, the average runtime increases linearly as \( \alpha \) increases, and quadratically as \( L \) increases.

Finally, we report the average overall runtime that our framework takes to generate a recommendation for a single user. When there are 1,000 users and 5,000 services, the overall runtime is about 45 minutes. When there are 10,000 users and 5,000 services, the overall runtime is about 7.5 hours. As mentioned earlier, this computation can be done offline, so a user can generally obtain a recommendation shortly after her request without any delays. In addition, the overall runtime can be also reduced significantly through code optimization, parallelization and dedicated hardware. In summary, the overall runtime of the proposed framework is linear with the number of users and the number of services, and thus possesses a good scalability.

7. Related Work

In [35], the authors present a standard user-based collaborative filtering algorithm to predict QoS. In [46], the authors combine user-based and item-based collaborative filtering, which greatly improve the accuracy of prediction. After that, various techniques have been designed and adapted to further improve the quality of prediction [7, 21, 38, 40, 41, 44, 47, 48]. The focus of these works is different from ours, but they can serve as the foundation of our framework.

The need for privacy protection for recommendation systems, particularly those using collaborative filtering techniques, triggered research efforts in the past years. Shokri et al. present a recommendation system built on distributed aggregation of user profiles, which suffers from the trade-off between privacy and accuracy [37]. In [31, 30], Nikolaenko et al consider two basic problems in the privacy-preserving recommendation: matrix factorization or ridge regression. For the first problem, they propose a solution based on Yao’s garbled circuit. For the second problem, they design a hybrid method by combing YGC and additively homomorphic encryption. Their work can serve as the building blocks to design privacy-preserving recommendation systems. However, our work does not need matrix factorization and ridge regression. In [13], the authors present a solution to generate private recommendations via homomorphic encryption and data packing. Our framework differs from their work in the following ways: 1) in their work, the complex non-linear computations are conducted by users as they are assumed to know which items are rated by other users, however, this assumption is too strong as it can lead to information leakage. In our framework, these non-linear computations are done by RS and CSP through garbled circuits, which guarantees no information leakage; 2) in their work, a threshold is set to determine which users belongs to the Top-K similar user, which is also impractical. On the contrary, our secure Top-K query does not need such a threshold; 3) both user similarity and item similarity are considered in our framework while they only take user similarity into account, which makes our problem much more difficult than theirs.

On the other hand, there is also a number of works that aim at database privacy under the differential privacy paradigm [11, 12, 29]. This kind of work is orthogonal to ours, as we have different threat models. In differential privacy, a database owner has full access to the
data in the clear. The privacy threat arises from releasing a function over the data to a third party, which may use it to infer data values of users in the database. In our work, however, both RS and CSP pose a threat to user data.

8. Conclusion

To the best of our knowledge, this is the first piece of work that designs a privacy-preserving collaborative Web services QoS prediction framework: users send their encrypted observed QoS to the recommendation system who cooperates with a crypto service provider to generate a recommendation in the encrypted domain by running cryptographic protocols. The final recommendation and all the intermediate results during recommendation are either ciphertext or random shares, which ensures our framework is secure. To guarantee prediction quality, we have built our framework on the approach presented in [46]. As this approach requires a number of non-linear computations, we have employed Yao’s garbled circuit instead of pure homomorphic encryption. To realize efficient QoS prediction, we have selected FasterGC as the implementation base and have extended it by adding several useful modules for garbled circuits. We have given a formal proof of the security of our framework, analyzed its computational and communication cost, and conducted extensive simulations. Both theoretical and empirical results show that our framework provides a secure and efficient collaborative Web services QoS prediction.
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